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ABSTRACT: We present a perspective on the use of diffuse basis functions for electronic structure calculations by density
functional theory and wave function theory. We especially emphasize minimally augmented basis sets and calendar basis sets. We
base our conclusions on our previous experience with commonly computed quantities, such as bond energies, barrier heights,
electron affinities, noncovalent (van der Waals and hydrogen bond) interaction energies, and ionization potentials, on Stephens
et al.’s results for optical rotation and on our own new calculations (presented here) of polarizabilities and of potential energy
curves of van der Waals complexes. We emphasize the benefits of partial augmentation of the higher-zeta basis sets in preference
to full augmentation at a lower ζ level. Benefits and limitations of the use of fully, partially, andminimally augmented basis sets are
reviewed for different electronic structure methods and molecular properties. We have found that minimal augmentation is
almost always enough for density functional theory (DFT) when applied to ionization potentials, electron affinities, atomization
energies, barrier heights, and hydrogen-bond energies. For electric dipole polarizabilities, we find that augmentation beyond
minimal has an average effect of 8% at the polarized triple-ζ level and 5% at the polarized quadruple-ζ level. The effects are larger
for potential energy curves of van derWaals complexes. The effects are also larger for wave function theory (WFT). Even forWFT
though, full augmentation is not needed for most purposes, and a level of augmentation between minimal and full is optimal for
most problems. The calendar basis sets named after the months provide a convergent sequence of partially augmented basis sets
that can be used for such calculations. The jun-cc-pV(T+d)Z basis set is very useful for MP2-F12 calculations of barrier heights
and hydrogen bond strengths.

’ INTRODUCTION

It has been realized for a long time1,2 that basis sets for
electronic structure calculations of many molecular properties
must contain diffuse basis functions for quantitative accuracy.
It has also been shown many times that diffuse functions have a
relatively small effect for a number of molecular properties (for
example, for ionization potentials and stationary point geome-
tries of many molecules). It is best to avoid using diffuse basis
functions when they are unnecessary or to avoid using more
than the required number when they are necessary because
adding diffuse functions to a basis set not only increases the
cost of the calculation but can cause problems with SCF
convergence and can increase basis set superposition error
(BSSE). However, systematic studies of how to include the
diffuse space efficiently that are based on large sets of data for
various molecular properties and barrier heights are few and far
between.

We have recently conducted a series of such studies including
barrier heights, electron affinities, ionization potentials, atomiza-
tion energies, and hydrogen bond energies.3�6 We conclude that
much current practice includes more diffuse functions than are
needed. Often, better accuracy could be achieved if the additional
cost were invested in higher-ζ basis set or more polarization
functions. Our conclusions on how to achieve higher accuracy on a
per-cost basis can be widely useful for practical electronic structure
calculations, and so we summarize them in this article. In addition
to considering our own results, we comment briefly on the optical
rotation studies of Stephens, Sadlej, and co-workers.7�9

In addition to reviewing and integrating previously published
work, this paper presents new calculations of polarizability and
potential energy curves, which provide interesting challenges for
efficient basis set selection.

’MINIMALLY AUGMENTED BASIS SETS

In the correlation consistent basis sets, Dunning and co-workers10

defined “aug-” (which denotes “augmented”) to mean adding one
diffuse basis function to every atom for every angular momentum of
basis functions already present on that atom. We call such basis sets
fully augmented. For example, the cc-pVTZbasis set formethane has
s, p, d, and f functions onC and s, p, and d functions onH, so aug-cc-
pVTZ adds diffuse s, p, d, and f subshells to C and diffuse s, p, and d
subshells to H. Dunning and co-workers individually optimized the
exponential parameters for each aug- basis set.

In contrast, the earlier “plus” basis sets originally systematized
by Pople and co-workers11 added only diffuse s and p subshells
to nonhydrogenic functions and no diffuse functions to hydro-
gen atoms. We call this minimal augmentation. In Pople-type
basis sets, one uses the same exponential parameters for diffuse
functions in any basis set for a given atom. For example,
6-31+G(d,p) and 6-311+G(2df,2p) use the same exponential
parameters for diffuse functions on C.

We have defined three kinds of minimal augmentation, denoted
by “+”, “maug-”, and “ma-”. We next explain these in turn.
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The “+” kind of minimal augmentation can be applied to any
basis set for any atom for which exponential parameters have
been defined for adding diffuse functions to the 6-31G or 6-311G
basis sets. We then add a plus suffix. For example, cc-pVTZ+
denotes a minimally augmented cc-pVTZ basis set with the
exponential parameters for diffuse functions from ref 11. Some
basis sets of the + type have other names. For example, theMG3S
basis set12 is minimally augmented, and in fact is the same as
6-311+G(3d2f,2df,2p) for H through Si but is improved13 for
S, P, and Cl. The generalization of the + approach to basis sets
other than 6-31+G and 6-311+G was introduced in ref 3.

The maug- kind of minimal augmentation can be applied to
any aug- type correlation consistent basis set. One simply trun-
cates the diffuse space to the minimal augmentation level. For
example maug-cc-pVTZ retains the diffuse s and p functions on
carbon with the exponential parameters optimized for the aug-
case but deletes all other diffuse functions. This approach was in-
troduced in refs 3 and 4. We note that other levels of augmenta-
tion between minimal (maug-) and full (aug-) have also been
defined for correlation-consistent basis sets, and these are
discussed in ref 6 and below.

The ma- kind of minimal augmentation5 may be used with any
nondiffuse basis set. One simply creates diffuse functions for
atoms heavier than He by dividing the smallest s and p expo-
nential parameters already present by a factor of 3. The ma- type
of minimal augmentation was originally proposed for the def2-
basis sets,14 which are the second-generation default basis sets of
the TURBOMOLE program, as developed in Karlsruhe. For
example, the ma-TZVP basis set is obtained from the def2-TZVP
basis set for carbon by adding diffuse functions obtained this
way.5 For basis sets other than the Karlsruhe def2- series, one
simply adds ma- as a prefix, e.g., ma-LANL2DZ.

Examples of applications of the efficient “+” and “maug-” basis
sets to problems involving large molecules are available both in
work by our group15�17 and in work by other research groups.18,19

It is sometimes assumed that adding extra basis functions is a
useful cautionary step, so it does not hurt to use aug- when a
smaller basis set would be sufficient. However, using full aug-
mentation raises the cost, and if it is done at the expense of not
increasing the size of the valence space, it can be harmful. For
example, it is often more beneficial to increase a basis set from
maug-cc-pVDZ to maug-cc-pVTZ rather than increase it to aug-
cc-pVDZ, even for properties that are sensitive to including
diffuse functions, for example, barrier heights, hydrogen bond
energies, and electron affinities. When applying density func-
tional theory, the only exceptions to this general finding in our
tests were B3LYP calculations of hydrogen bonding energies,
which also showed no improvement in accuracy from augmenta-
tion of the quadruple-ζ basis set, and which showed higher
accuracy of maug than aug at the triple-ζ level; these findings
indicate that the error is dominated for B3LYP by the intrinsic
error in the density functional, not by the lack of completeness of
the basis set.

There are also other ways that adding extra diffuse basis
functions could be harmful. For example, it can increase basis
set superposition error. It is sometimes speculated that adding
more functions to the basis set increases its completeness and
should therefore reduce the basis set superposition error; how-
ever, it is especially the functions that overlap other centers that
cause BSSE, so it is also possible to increase BSSE by adding
diffuse functions. We have studied this and have shown3 that the
increased diffuse space of the fully augmented basis sets does not

Figure 1. CCSD(T) interaction energy (in kcal/mol) for Ne2 relative
to the energy of Ne atoms at infinite separation for quintuple-,
quadruple-, triple-, and double-ζ basis sets. The abscissa r is the distance
between the Ne atoms. No counterpoise corrections are applied in
Figures 1�6.
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necessarily decrease the counterpoise correction for basis set
superposition error, and in fact it can increase it. One could
hypothesize that this is an indication of the limitations of counter-
poise corrections, not necessarily increased BSSE. In any case, one
can conclude from this that an expensive full augmentation
followed by an also expensive counterpoise correction calculation
is not necessarily accurate, besides being uneconomical.

’DENSITY FUNCTIONAL THEORY

We have found3�5 that minimal augmentation is almost always
enough for density functional theory (DFT) when applied to

ionization potentials, electron affinities, atomization energies, barrier
heights, and hydrogen-bond energies. Indeed, it has advantages over
full augmentation not only in cost but also in sometimes reducing
slow SCF convergence and basis set superposition error. We also
note that minimal augmentation (relative to no augmentation) is
often more advantageous in DFT than in wave function theory
(WFT).20 Minimal augmentation is especially important for barrier
heights, hydrogen bonding, and electron affinities but less important
for bond energies and ionization potentials.3

Figure 2. CCSD(T) interaction energy (in kcal/mol) for the CH4

dimer relative to the energy of two CH4 molecules at infinite separation
for quadruple-, triple-, and double-ζ basis sets. The abscissa r is the
distance between the C and H atoms, as indicated by a dashed line (---)
in the figure. The structures have C3v symmetry. Figure 3. CCSD(T) interaction energy (in kcal/mol) for (H2O)2

relative to the energy of H2O molecules at infinite separation for
quadruple-, triple-, and double-ζ basis sets. The abscissa r is the distance
between the O atoms as indicated by a dashed line (---) in the figure.
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In DFT calculations, the savings from using minimal augmen-
tation instead of full augmentation can be significant since DFT is
often applied to challenging problems such as large systems or
direct dynamics calculations that require a large number of ele-
ctronic structure calculations on the fly. In such cases, it is very
undesirable to increase the cost of the calculations by using more
than the minimum number of basis functions required for
chemical accuracy. Raising the cost by overaugmentation may
make it necessary to adopt compromises such as a reduced
number of steps in dynamics calculations, using a smaller than
necessary grid, using a lower-ζ basis set, etc. The other extreme is

the omission of all diffuse functions because of the cost. Our
default recommendation for DFT is to use minimally augmented
basis sets instead of full augmentation for properties such as barrier
heights, electron affinities, polarizabilities, and noncovalent interac-
tions; however, no augmentation is needed for ionization potentials
and atomization energies.

’WAVE FUNCTION THEORY AND CALENDAR BASIS
SETS

Correlated wave function calculations are more sensitive to
diffuse basis set expansion beyond the minimum than are density
functional calculations, and therefore we recommend higher than
minimal expansions of the diffuse space but still recommend less
than full augmentation in most cases.

The reason for the slower convergence of correlated wave func-
tion calculations, when compared to density functional calcula-
tions, is easily understood. When including dynamic electron
correlation in WFT, one uses the basis functions not only to
represent the single-particle density but also to build the cusps
into the many-electron wave function in the region where two

Figure 4. CCSD(T) interaction energy (in kcal/mol) for (H2O)2
relative to the energy of (H2O)2 molecules at infinite separation. The
abscissa r is the distance between two H atoms as indicated by a dashed
line (---) in the figure.

Figure 5. CCSD(T) interaction energy (in kcal/mol) for (C2H4)2
relative to the energy of C2H4 molecules at infinite separation. The
abscissa r is the distance indicated by a dashed line (---) in the figure.
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electrons come together. The cusp is built up from a large num-
ber of configurations, extending to fairly high angular momen-
tum for individual orbitals but with each configuration having a
small coefficient, andhence second-order perturbation theory (MP2)
already provides realistic predictions of these coefficients21,22

(the higher-order correlations are important but are less domi-
nant in the description of the cusps). As a consequence, the basis
set requirements may be examined at the MP2 level. We there-
fore recently studied the effect of diffuse functions on basis set
convergence of MP2 calculations, and we developed a conver-
gent sequence of partially augmented convergent correlation-
consistent basis sets named after the months.6

In these studies, we found that even in WFT, just as in DFT,
for all practical purposes one does not need diffuse functions
on hydrogen atoms. Thus, our first recommendation is to
delete these on all hydrogen and helium atoms; this yields basis
sets we label as jul-, a naming convention that we actually
introduced in a previous paper.3 (This is sometimes called23

aug0, but aug0 has been used to denote more than one possible

modification to the aug- basis sets, so we believe that a unique
notation is useful.)

The other calendar basis sets are obtained by successively
deleting diffuse subshells on heavier atoms.6 Consider carbon.
The aug- and jul- triple-ζ basis sets have diffuse s, p, d, and f
subshells. We delete the f subshell to get jun-, then the d subshell
to get may-, which is equivalent to maug- for triple-ζ. But at the
quadruple-ζ level, carbon has diffuse s, p, d, f, and g diffuse
subshells. We delete the g subshell to get jun-, the f subshell to get
may-, and the d subset to get apr-, which is equivalent to maug-
for quadruple-ζ. Thus, when one increases the basis from jun-cc-
pVTZ to jun-cc-pVQZ, one not only increases the valence basis
but also adds a diffuse f subshell; in this sense, the diffuse space is
convergent when one increases the ζ level but keeps the month
constant (unlike the case in going from 6-31+G(d,p) to 6-311
+G(2df,2p). Thus, for some problems, the calendar basis sets can
provide a more efficient sequence of basis sets (than unaugmen-
ted, minimally augmented, or fully augmented sets) for basis set
extrapolation to the complete basis set limit.

The lowest exponents in the unaugmented cc-pVxZ basis sets
decrease as x increases. Therefore, even though unaugmented,
the underlying cc-pVxZ basis sets become more and more
diffuse. This is one of the reasons why—for the previously
published data on barrier heights, electron affinities, and hydro-
gen bonding interactions—the need for the diffuse functions
decreases as the valence space increases. For DZ, we recom-
mended jul-, while for QZ we can reduce the basis set to jun- or
even may- without a significant loss in accuracy.

In general, the goal of most electronic structure calculations is
not to achieve an accuracy on the order of, for example, 0.1 kcal/mol
at any cost but rather to achieve as high an accuracy possible at a
reasonable cost. The actual accuracy objective is dictated by the
system’s size and character and by the electronic structure
method itself. For example, it is unreasonable to invest an addi-
tional ∼30% of computational time to improve accuracy by
about 0.1 kcal/mol when the expected accuracy of the method is
∼1 kcal/mol and the additional cost would have been better
invested in increasing other features of the basis set or using a
different level of theory. The need for this kind of approach is
evidenced by the enormous number of calculations in the litera-
ture that employ double-ζ and triple-ζ basis sets, even though
these calculations are clearly not at the basis set limit.

We recommend jun- basis sets as a better default option than aug-
basis sets for correlated WFT calculations. On the basis of our tests,
barrier heights, hydrogen bonding, electron affinities, ionization
potentials, and atomization energies,6 it is generally more
beneficial, on a performance versus cost basis, to invest additional
computational resources in increasing a basis set from cc-pVDZ
to jun-cc-pVTZ rather than to aug-cc-pVDZ or cc-pVTZ. The
analogous statement is true for the jun-cc-pVTZ to may-cc-
pVQZ transition (skipping the aug-cc-pVTZ and cc-pVQZ). We
note that, averaged over a large database, aug- triple-ζ calcula-
tions involve about 27% more basis functions than jun- triple-ζ.6

An alternative way to converge correlated WFT calculations
with respect to the basis set is the F12method,24,25 in which basis
functions depending explicitly on interelectronic distances are
added to the basis. This is a powerful method because it elimi-
nates much of the need to build up the electron�electron cusps
by a succession of higher-angular-momentum basis functions.
This method is expected to revolutionize quantum chemistry
over the next several years by allowing nearly complete-basis-set
calculations with much less effort than was previously required.

Figure 6. CCSD(T) interaction energy (in kcal/mol) for (C2H4)2
relative to the energy of C2H4 molecules at infinite separation. The
abscissa r is the distance indicated by a dashed line (---) in the figure.



3032 dx.doi.org/10.1021/ct200106a |J. Chem. Theory Comput. 2011, 7, 3027–3034

Journal of Chemical Theory and Computation PERSPECTIVE

For F12 calculations, we recommend may- quadruple-ζ, jun-
triple-ζ, and jul- double-ζ.6

The next section considers wave function calculations on pro-
perties not included in our previous systematic tests, and we will
examine whether some of these properties are in greater need of
diffuse functions than the properties considered so far.

’WAVE FUNCTION CALCULATIONS OF VAN DER
WAALS POTENTIAL CURVES, POLARIZABILITIES,
RAMAN INTENSITIES, AND OPTICAL ROTATION

Accurate calculations of electrical properties of molecules
often require large basis sets, including multiple polarization
functions and diffuse functions.26�36 It is therefore interesting to
study the need for higher-angular-momentum diffuse functions,
and we present some calculations exploring this need in this
section.

The long-range portions of the van der Waals potential curves
between nonpolar molecules depend on induced low-order
electric multipole moments, and therefore they provide a chal-
lenging test of the need for diffuse basis functions. Here we report
new calculations designed to examine this issue. Potential energy
curves were calculated for Ne2, (CH4)2, (H2O)2, and (C2H4)2 by
using coupled cluster theory with single and double excitations and a
quasiperturbative treatment of connected triple excitations37

[CCSD(T)] using the Gaussian 0938 program package; the results
are presented in tabular form in the Supporting Information and are
plotted in Figures 1�6. The geometries of the methane dimer, two
orientations of the water dimer (nonplanar Cs and cyclic C2h), and
two orientations of the ethylene dimer (T-shaped and stacked) are
shown in the figures. The potential energy curves show that diffuse
functions play a larger role for van der Waals potentials than they do
for the properties examined earlier in this perspective. Nevertheless,
some savings are possible. For example, jun-QZ and jun-TZ agree
reasonably well with aug-QZ and aug-TZ, respectively.

Figure 3 shows particularly rapid convergence with respect to
increasing the number of diffuse functions, with all curves from
maug- to aug- being closely grouped at all three ζ levels, although
they are far from the unaugmented curves. The curves in Figure 4
also converge rapidly.

Another problem for which full augmentation is sometimes
recommended is the calculation of electric dipole polarizabilities.
First, we used the analytic polarizability algorithm in MolPro
200939 to calculate HF andMP2 spherically averaged polarizabilities

Table 1. HF and MP2 Polarizability [A3] Values, Average Unsigned Errors [A3], and Percentage Errors [%] for Basis Sets of
Different Degrees of Augmentationa

H2O CH4 C5H5N HO(CH2)3SH mean unsigned error mean unsigned percentage error

HF MP2 HF MP2 HF MP2 HF MP2 HF MP2 HF MP2

aug-cc-pV(Q+d)Z 1.26 1.43 2.37 2.45 9.43 9.61 9.27 9.71 0.00 0.00 0.0 0.0

jul-cc-pV(Q+d)Z 1.24 1.40 2.36 2.43 9.43 9.61 9.26 9.74 0.01 0.02 0.4 0.7

jun-cc-pV(Q+d)Z 1.24 1.40 2.36 2.43 9.43 9.61 9.26 9.73 0.01 0.02 0.4 0.7

may-cc-pV(Q+d)Z 1.24 1.39 2.36 2.43 9.43 9.59 9.26 9.71 0.01 0.02 0.5 0.9

apr-cc-pV(Q+d)Zb 1.16 1.28 2.27 2.32 9.31 9.46 9.10 9.52 0.12 0.15 3.8 4.7

cc-pV(Q+d)Z 1.09 1.17 2.27 2.31 9.01 9.13 8.85 9.19 0.28 0.35 6.7 8.4

aug-cc-pV(T+d)Z 1.25 1.41 2.37 2.45 9.43 9.63 9.25 9.76 0.01 0.02 0.3 0.5

jul-cc-pV(T+d)Z 1.20 1.33 2.35 2.42 9.42 9.61 9.22 9.69 0.04 0.03 1.6 1.9

jun-cc-pV(T+d)Z 1.20 1.33 2.35 2.41 9.42 9.60 9.21 9.67 0.04 0.05 1.6 2.2

may-cc-pV(T+d)Zb 1.09 1.19 2.19 2.23 9.19 9.34 8.88 9.26 0.24 0.29 7.0 8.2

cc-pV(T+d)Z 0.98 1.03 2.18 2.20 8.59 8.63 8.41 8.66 0.54 0.65 12.2 14.6

aug-cc-pV(D+d)Z 1.20 1.36 2.36 2.44 9.40 9.63 9.17 9.67 0.05 0.03 1.5 1.4

jul-cc-pV(D+d)Z 1.09 1.20 2.28 2.33 9.36 9.57 9.02 9.44 0.15 0.17 5.2 6.1

jun-cc-pV(D+d)Zb 0.92 1.02 1.99 2.01 8.91 9.08 8.36 8.67 0.54 0.60 14.6 15.7

cc-pV(D+d)Z 0.74 0.76 1.91 1.91 7.77 7.83 7.53 7.63 1.09 1.27 24.2 27.2
aThe methane (CH4) and water (H2O) geometries were optimized at the QCISD/MG3S level, while 3-mercaptopropan-1-ol (HO(CH2)3SH) and
pyridine (C5H5N) geometries were optimized at the MP2-F12/aug-cc-pV(Q+d)Z level with frozen core electrons. Note that for elements up through
Mg, cc-pV(X+d)Z is the same as cc-pVXZ. b Same as maug-.

Table 2. HF,MP2, andMP2-F12 Finite-Field Approximation
to zz Element of the Polarizability Tensor [A3] of H2O for
Basis Sets of Different Degrees of Augmentation

H2O

HF MP2 MP2-F12

jul-cc-pV(5+d)Z 1.25 1.40 1.41

aug-cc-pV(Q+d)Z 1.26 1.42 1.42

jul-cc-pV(Q+d)Z 1.24 1.38 1.38

jun-cc-pV(Q+d)Z 1.24 1.38 1.38

may-cc-pV(Q+d)Z 1.24 1.37 1.38

apr-cc-pV(Q+d)Z 1.14 1.24 1.29

cc-pV(Q+d)Z 1.11 1.19 1.25

aug-cc-pV(T+d)Z 1.24 1.40 1.41

jul-cc-pV(T+d)Z 1.19 1.31 1.33

jun-cc-pV(T+d)Z 1.18 1.30 1.33

may-cc-pV(T+d)Z 1.06 1.15 1.23

cc-pV(T+d)Z 1.00 1.05 1.16

aug-cc-pV(D+d)Z 1.19 1.34 1.38

jul-cc-pV(D+d)Z 1.06 1.15 1.22

jun-cc-pV(D+d)Z 0.88 0.95 1.13

cc-pV(D+d)Z
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for four molecules: methane (CH4), water (H2O), 3-mercapto-
propan-1-ol (HO(CH2)3SH), and pyridine (C5H5N). These
results are in Table 1. Then, we used the finite field approx-
imation with a field strength of 0.005 atomic units to calculate the
zz element of the polarizability tensor for water and methane by
the HF, MP2, and MP2-F12 methods. These results are in
Tables 2 and 3.

Table 1 shows that diffuse functions on the H atoms have a
significant effect on the results (more than a couple of percent) in
the case of double-ζ basis sets forMP2. However, for TZ andQZ,
the average difference between aug- and jul- is only 0.04 and
0.02 Å3, respectively. For nonhydrogenic atoms, as in the case of
properties considered in earlier sections of this perspective, we
find that, at the lower-ζ levels, the higher angular momentum
functions affect the results significantly. However, the lower
angular momentum functions in jun-TZ and jul-DZ provide
most of the difference between augmented and nonaugmented
basis sets. At higher ζ levels, full augmentation only adds
additional cost and does not affect the accuracy to any significant
degree. For example, the results obtained with the may-QZ basis
set agree well with those obtained with aug-QZ with the largest
percentage error being 2% for H2O.

Tables 2 and 3 allow us to compare MP2-F12 convergence to
MP2 convergence for polarizability elements. For the MP2-F12
calculations of electric dipole polarizabilities, one finds that may-,
jun-, and jul- quadruple-ζ basis sets all have mean unsigned per-
centage errors (with respect to the largest fully augmented basis set)
of about 2.7% and less; jul- and jun- triple-ζ basis sets have mean
unsigned percentage errors less than 5.7%; and jul- double-ζ has a
mean unsigned percentage error (with respect to aug-) of 11%.

We conclude that diffuse functions are especially important in
polarizability calculations employing double-ζ basis sets, but
partially augmented basis sets of higher-ζ levels can be useful
for polarizabilities. This is consistent with findings of Sadlej et al.
who introduced one diffuse function for each shell in their single
contracted basis sets for electric properties, while their large
basis sets are augmented only with a single s on hydrogenic atoms
and a single s and a single p on other elements.40,41 These basis
sets have been found to perform well for Raman intensities
by Schlegel,42 which is also consistent with our results since
Raman intensities depend on the derivatives of polarizabilities
with respect to nuclear coordinates. However, Zuber and Hug43

find that full augmentation on heavy atoms and additional p
functions on the hydrogen atoms are necessary for the accurate

description of Raman and Raman optical activity (ROA)
scattering.

Optical rotation is an example of a property, like van derWaals
potential curves, that is especially sensitive to the diffuse space of
the basis set. Diffuse functions are necessary for good results;
however, the most thorough studies suggest that some savings
can be made. For example, in refs 7 and 9, the authors state that
their HF and DFT 6-311++G(2d,2p) results, which are augmen-
ted but much less than fully augmented, agree well with results
obtained by aug-cc-pVTZ.

’SUMMARY

Diffuse functions are an important component of basis sets,
but in most cases, we recommend less than full augmentation
with diffuse functions. For density functional theory, we usually
recommend minimal augmentation. The need for diffuse func-
tions is both greater and more variable in correlated wave func-
tion theory, so it is harder to make a general recommendation,
but a good general starting point is a jun- level of augmentation.

’ASSOCIATED CONTENT

bS Supporting Information. Tables of the potential energy
curves for van derWaals complexes. This material is available free
of charge via the Internet at http://pubs.acs.org/.
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Singular Value Decomposition for Analyzing Temperature- and
Pressure-Dependent Radial Distribution Functions: Decomposition
into Grund RDFs (GRDFs)
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ABSTRACT: Singular value decomposition paves the way for systematic investigations of temperature- and pressure-dependent
radial distribution functions. The decomposition into (weighted) Grund radial distribution functions (GRDF) shows that the
temperature-dependent water structure can easily be understood by only three contributions: a major temperature-independent
contribution from the first GRDF, a major temperature-dependent contribution from the second GRDF, and a minor temperature-
dependent fine structure contribution from the third GRDF.

Wepresent a new and unbiased way of analyzing temperature
as well as pressure- or density-dependent radial distribu-

tion functions (RDFs). For many decades, radial distribution
functions of liquids, especially water, were investigated experi-
mentally as well as theoretically to gain information about the
structure of liquids and, in special cases, their temperature as well
as pressure dependencies.1,2 For instance, the two-state model of
water2 is based on such investigations. Unfortunately, up to now,
the analyses of the temperature- and pressure-dependent RDFs
were restricted to the changing forms of the RDFs and the actual
measured phase point.

Our approach of analyzing temperature- and pressure-depen-
dent radial distribution functions is to use the singular value
decomposition (SVD) of a matrix. The matrix A is formed by the
temperature- and/or pressure-dependent RDFs (columns ai ofA)
and then is decomposed with the SVD to determine the linear
dependency of the RDFs. We found that five O�O RDFs
(obtained from ab initio molecular dynamics simulations
of water at 300, 350, 400, 600, and 1000 K) are, in a first
approximation, a linear combination of only two (main) con-
tributions:

gO�Oðr,TÞ ≈ v1ðTÞ 3w1ðrÞ þ v2ðTÞ 3w2ðrÞ ð1Þ

The analysis of our set of RDFs shows that v1(T) is almost
constant, and the whole temperature dependency is condensed
in v2(T) 3w2(r). A possible application could lie in coarse-grained
force fields, which often suffer from a lack of temperature
transferability of the iterative Boltzmann inversion.3 The iterative
Boltzmann inversion iteratively constructs potentials Vi(r) with

Viþ1ðrÞ ¼ ViðrÞ þ kBT ln
giðrÞ
gðrÞ ð2Þ

which reproduce g(r) at one single temperature. We will there-
fore present a simple method of how RDFs can be decomposed
as in eq 1, so that in a further step the fitting procedure (eq 2) can
be expanded to temperature-dependent RDFs over a large
temperature range. Other applications of the SVD in signal
processing4 and even in biology5 have been reported.

The aim of the singular value decomposition is the following.
Supposing we have a real matrix A = (a1, a2, ..., an) ∈ Rm�n

with m,n ∈ N and m g n, i.e., ai = (a1i, ..., ami)
T ∈ Rm for all i =

1, ..., n. The identification ofA as a compact operatorA:RnfRm

between the two Hilbert spaces Rm and Rn with the standard
scalar product Æ 3 | 3 æ leads to the application of a well-known
theorem from functional analysis.6 It states in our case that every
matrix A is a product of three matrices,U∈Rm�n, Σ∈Rn�n, and
the transpose of V ∈ Rn�n:

A ¼ UΣVT ð3Þ
The matrices U = (u1, u2, ..., un) and V = (v1, v2, ..., vn) are
orthogonal, and Σ is a diagonal matrix:

with s1 g s2 g ... g sn g 0. This in only one out of several
equivalent formulations, but themost useful for our purpose. The
si are called singular values of A. In this decomposition, the
singular values of the matrix A are unique. However, the matrices
U and V are not unique. If there are some degenerate singular
values, for instance s1 = s2, then the vectors u1, u2, v1, and v2 are
unique up to an orthogonal transformation. In the case of no
degeneracy, i.e., s1 > s2 > ... > sn g 0, all vectors are unique up to
their sign, i.e., an orthogonal transformation on a one-dimensional
subspace.However, the nondegeneracy ismostly the case, especially
in applications.

From a geometrical point of view, UΣ as well as A map the
(n � 1)-dimensional unit sphere

Sn � 1 :¼ fx ¼ ðx1, :::, xnÞT ∈ Rn
����� jjxjj22

¼ x21 þ ::: þ x2n ¼ 1g ð5Þ
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to an ellipsoid

En � 1
A ¼ fx1s1u1 þ ::: þ xnsnunjx21 þ ::: þ x2n ¼ 1g

¼ fx1a1 þ ::: þ xnanjx21 þ ::: þ x2n ¼ 1g ⊂Rm

ð6Þ
This is demonstrated by two matricesA andA0 in Figure 1 with
m = 3 and n = 2 or 3. In Figure 1, the unit sphere S1 (blue disk,
left) is mapped to a one-dimensional ellipsoid inR3 (blue disk,
right), and S2 is mapped to a two-dimensional ellipsoid (both
orange). As seen from this simple illustration, we find that the
vectors ui of U are the semiaxes of the ellipsoid EA

n�1 and the
singular values si are their length. From the definition of EA

n�1,
we find the relations

s1 ¼ max
x ∈ En � 1

A

jjxjj2 and sn ¼ min
x ∈ En � 1

A

jjxjj2 ð7Þ

i.e., the greatest and the smallest distance from the origin.
If we compare both matrices A and A0, only the vector an+1 is

“added” to A (n = 2), i.e., A0 = (A, an+1) = (a1, a2, ..., an+1). The
SVD of A0 gives three other matrices U0, Σ0, and V0 with A0 =
U0Σ0(V0)T. In general, all vectors of the primed matrices are
different from the nonprimed vectors. For instance, see Figure 1,
where the singular values s1 and s2 of the blue one-dimensional
ellipsoid on the right differ from the three singular values s01, s02,
and s03 of the orange two-dimensional ellipsoid. However, we
have the relation

En � 1
A ⊆ EnA0 ð8Þ

which leads to the relation between the largest singular value s1 of
A and s01 of A0:

s01 ¼ max
x ∈ En

A0
jjxjj2 g max

x ∈ En � 1
A

jjxjj2 ¼ s1 ð9Þ

as well as the smallest singular value sn of A and s0n+1 of A0:

s0nþ1 ¼ min
x ∈ En

A0
jjxjj2 e min

x ∈ En � 1
A

jjxjj2 ¼ sn ð10Þ

Both are useful relations when additional data are used for the
analysis.

In order to apply the singular value decomposition to tem-
perature- and pressure-dependent radial distribution functions,
the RDFs led to the construction the matrix A. Each RDF is a
single vector, i.e., column ai = g(r,Ti) of A. The matrix has the
formA = (g(ri,Tj))i=1,...,m;j=1,...,n (mg n). To demonstrate this, we
use the oxygen�oxygen RDFs of water from a previous tem-
perature-dependent ab initio molecular dynamics simulation7

wherem = 199 and n = 5, see Figure 2. Two series of five ab initio
molecular dynamics simulations (CP2k,8 Nos�e�Hoover chain
thermostat,9 BLYP-D10) were performed with two different
ruthenium esters together with 60 water molecules with the
temperature ranging from 300 to 1000 K at a constant volume
(1203.8 and 1223 pm box length, i.e., F = 1.212 and 1.170
g cm�3; the ruthenium esters increase the density). The simula-
tion time for each temperature was at least 20 ps. The trajectories
were analyzed with TRAVIS.11 For the singular value decom-
position, we used the algorithm published by Golub and Reinsch
in 1970.12 Additionally, the singular values si are sorted in descending
order, and the signs of the vectors ui = (u1i, ..., umi)

T and vi were
changed to satisfy

∑
m

j¼ 1
uji g 0 ð11Þ

for all i = 1, ..., n. This was done in order to obtain maximal
positive ui.

Figure 1. Demonstration and geometrical interpretation of the singular
value decomposition (SVD) of twomatricesA=(a1, a2) andA0 =(a1, a2, a3)
with a1 = (0.8,0.9,0.6)

T, a2 = (0.4,0.7,0.2)
T, and a3 = (0.1,0.6,0.0)

T as an
example of two maps. On the left, the blue disk represents the unit
sphere S1 in the x�y plane, and the orange sphere is the unit sphere S2.
On the right, both unit spheres are deformed by the maps A and A0,
respectively, with the singular values s1 ≈ 1.55770, s2 ≈ 0.20571, s01 ≈
1.64630, s02 ≈ 0.39792, and s03 ≈ 0.03664.

Figure 2. Two sets of temperature-dependent O�O radial distribution
functions of water from a previous study7 used as examples in the present
study. The solid line corresponds to the ruthenium(VI) ester simulation
and the dashed line to the ruthenium(VIII) ester simulation.

Table 1. Singular Values si from the Decomposition of the
Raw RDFs in Figure 3 for both Water Simulations

simulation sets

Ru(VI) ester Ru(VIII) ester

s1 29.12231 29.07127

s2 4.17852 4.87964

s3 0.41898 0.61054

s4 0.18050 0.19100

s5 0.13057 0.10789
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Applying the SVD to our RDFs, we find the singular values si
in Table 1. Comparing both simulations, their corresponding
singular values are similar. In both cases, the first two singular
values are well separated from the last three, which are at least 1
order of magnitude smaller. Because U and V are orthogonal,
their vectors ui and vi are normalized, and the singular values si
represent the weighting factors in the linear combinations
gaining the raw RDFs. Because of the small values of s3, s4,
and s5 compared to s1 and s2, the raw RDFs in Figure 2 are
essentially linear combinations of only two main contributions.
The lower singular values only represent noise, which can be
filtered out by our approach. Furthermore, from eq 9, we find
that with an increasing number of RDFs (spectra), the largest
singular value never decreases, while from eq 10, we find that
the smallest singular value never increases. Therefore, with an
increasing number of RDFs or other data sets, the signal to
noise ratio becomes better in contrast to traditional interpreta-
tions, where an increased number of spectra only leads to
problems in the graphical representation and the noise can only
be reduced by better statistics, i.e., longer simulation time for
each spectra.

The Grund RDFs are the columns ui of U, see Figure 3,
while the weighted GRDFs (Figure 4) are the columns ofW =
U 3 Σ, i.e., wi = si 3 ui, and they represent the different contribu-
tions in a clearer way. In both representations, the first three
GRDFs with the highest singular values are colored, while the
GRDFs with the smaller singular values (minor GRDFs) are
gray. In our application to the RDFs at five temperatures, we
observe that the main GRDF (highest singular value of
approximately 29) is very smooth and represents the water
structure where no second hydration shell occurs. The second
GRDF represents the main contributions to the temperature
change at a constant density of the raw RDFs. Essentially, all
information about the temperature dependence of all five raw
RDFs are condensed into one (weighted) GRDF (the second
one) and its temperature-dependent coefficients. The third
GRDF seems to be a fine structure for the temperature
dependence affecting only the first hydration shell up to 325
pm, see Figure 4. At larger distances, it contains much noise.
Obviously, this needs further investigation because of the
insufficient statistics. In our application, the last two GRDFs
are considered statistical noise.

The temperature-dependent coefficients of the GRDFs
(columns vi of V) are shown in Figure 5. The coefficients v1
of the main GRDF (blue) change slightly over the whole
temperature range from 300 to 1000 K. Therefore, in our
application, the main GRDF seems to be a constant contribu-
tion to all water structures. A systematic change of the coeffi-
cients is found for the second GRDF, see v2 (red curve) in
Figure 5. With increasing temperature, the coefficients rise from
∼� 0.7 at 300 K up to ∼0.6 at 1000 K. This behavior is in
accordance with the previous interpretation that the main
temperature changes are condensed in the second GRDF.
The second GRDF has negative values in the region of the
second hydration shell. Values of v2 smaller than zero char-
acterize a phase with a second hydration shell for the water
molecules. But with increasing temperature, v2 increases and
characterizes a vanishing second hydration shell. In the general
case, the coefficients and GRDFs are temperature- as well as
density-dependent, as seen from the comparison in Figure 5.
For a better interpolation, additional temperatures are needed.
In general, interpolation of the coefficients at temperatures

Figure 3. Resulting Grund RDFs u1�u5 from the singular value
decomposition of the raw RDFs from Figure 2 with the corresponding
singular values si in Table 1.

Figure 4. Weighted Grund RDFs w1�w5 from the singular value
decomposition of the raw RDFs from Figure 2.

Figure 5. Temperature-dependent development of the coefficients
v1�v5 in V for both simulation sets (Ru(VI) simulation, solid lines;
Ru(VIII) simulation, dashed lines).
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between the simulated temperatures is feasible and leads to the
possibility of predicting all RDFs in a given temperature range
and therefore predicting all averages depending on g(r):13

ÆAæ ¼ 2πNF
Z ∞

0
aðrÞ gðrÞ r2 dr

¼ ∑
i
viðTÞ 3 2πNF

Z ∞

0
aðrÞ wiðrÞ r2 dr ¼ ∑

i
viðTÞ 3Ai

ð12Þ
as well as their temperature derivatives. Additionally, the irregular
temperature development of v3, v4, and especially v5 is in
accordance with its interpretation as noise from the statistics.
The reconstruction of the temperature-dependent RDFs without
the noise from u3, u4, and u5 is shown in Figure 6. The
reconstructed RDFs are not changed significantly in comparison
to the raw RDFs in Figure 2, where the noise (u4, u5) is left out.
At 300 and 400 K, the raw and filtered RDF coincide over the
full range, while at 1000 K the missing contribution from the fine
structure (u3) slightly affects the first hydration shell. The
contribution from the fine structure u3 restores the first hydration
shell at 1000 K, and the raw and reconstructed RDFs coincide
over the whole range. As seen from the RDFs in Figure 2, our
approach is not restricted by describing only the temperature
changes accurately, because similar changes of the RDFs (or even
other functions like autocorrelation functions etc.) are also found
for many other continuous dependencies, and SVD can therefore
be applied.

In summary, we presented a simple, systematic, and unified
approach for analyzing temperature- and pressure-dependent
radial distribution functions and structures from the singular
value decomposition. Its generality is also suited for the analysis
of other dependencies and functions. Furthermore, it could be
useful for the comparison of molecular dynamics methods like
force field techniques with different force fields and ab initio
techniques with different DFT functionals, especially by explain-
ing temperature- and pressure-induced structural changes.
The main advantages of our approach are that an increasing
number of RDFs systematically improves the results, as seen
from eqs 9 and 10, and that the comparison and the analysis of a

large number of RDFs (spectra) are easier because all RDFs are
reduced to some main GRDFs and the minor GRDFs can be
left out.

The main GRDFs contain the main contributions and are
easier to handle. The minor GRDFs are found to contain the
statistical noise only, which can be filtered out by our approach.
We investigated five raw oxygen�oxygen RDFs of water from ab
initio molecular dynamics simulations and found that all RDFs
are essentially a linear combination of only two GRDFs. The
temperature-dependent problem reduced therefore from five
RDFs (spectra) to only two GRDFs (spectra) and their tem-
perature-dependent coefficients. The remaining three degrees of
freedom are found to be statistical noise, which was filtered out
without significantly changing the resulting raw RDFs. In AIMD
simulations, the simulation time is very limited. Unfortunately,
this results in unsatisfactory statistics, a major drawback for
extensive temperature studies with AIMD simulations. This
drawback is overcome by our approach because the number of
spectra and, therefore, the overall simulation time (not only the
simulation time at each temperature) improves the results and
the statistics, and intermediate temperatures can be interpolated.
Therefore, our approach reveals new ways of investigating and
interpreting the temperature and pressure dependence of mo-
lecular systems.
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ABSTRACT: Three different imidazolium-based ionic liquids, 1,3-dimethylimidazolium chloride, 1-ethyl-3-methylimidazolium
thiocyanate, and 1-ethyl-3-methylimidazolium dicyanamide, are investigated by Car�Parrinello simulations. A common behavior,
such as a broad electric dipole moment distribution of the ions and a related high degree of locality, is found to characterize all these
systems. Going beyond imidazolium-based systems, we found that even for the protic ionic liquid monomethyl ammonium nitrate,
the same features hold. These results represent a strong support to the hypothesis of rattling ions in long-living ion cages proposed in
the last years.

1. INTRODUCTION

Ionic liquids (ILs) are defined as low-melting salts being often
liquid at room temperature. Due to their unique physicochemical
properties, ILs have gained immense interest.1,2 For instance,
they offer tailor-made high-potential solutions in chemical reac-
tions as catalysts,3 in separation processes due to their adaptable
solubility,4 or being ionic, as electrolytes.5 Moreover, ILs dissolve
cellulose and permit to reshape and process the most abundant
organic raw material using less energy and chemicals and
increasing the processes sustainability.6 Chemically, ILs are
designed and synthesized by combining two ions; however, a
reasonable accurate prediction of newly formed ILs’ properties,
employing basic theoretical principles, is often not possible, as
the underlying physics is not yet fully understood.7 Current
theoretical approaches and (above all) large-scale simulation
methods, being based mostly on empirical models, can provide
only a rather limited capability of predictions of properties and a
partial interpretation of experimental data.8,9 Thus, there is a
vivid interest in elucidating the governing interactions, Coulomb
and van derWaals forces10 as well as hydrogen bonding11�18 and
their subtle interplay. As for any molecular liquid, this interplay is
expressed by the connection between the local scale, i.e., how a
molecule reacts to its immediate surrounding in the short time,
and the global mesoscopic scale, i.e., the bonding network or
diffusion properties which typically occur on a larger scale.9,19 In
this context, for this work we intend to identify basic universal
physical principles for (at least a class of) ILs. To this aim, we
study a series of imidazolium-based ILs, 1,3-dimethylimidazo-
lium chloride (MMIM Cl), 1-ethyl-3-methylimidazolium thio-
cyanate (EMIM SCN), and 1-ethyl-3-methylimidazolium
dicyanamide (EMIM DCA) as well as the protic IL monomethyl
ammonium nitrate (MMAN) (see Figure 1) using state of the art
electronic structure methods and proceed to a systematic com-
parison among them. In previous work on MMIM Cl,19 the
electric dipole moment distribution was found to be very much

spread, indicating a strong degree of fluctuation, but the electro-
static properties were rather local. Further studies confirmed the
strong electrostatic screening (theoretical,9,10,20,21 experimental22).
The natural question arising is whether this behavior is due to any
peculiar chemical structure of the ions or may be a sign of a more
general behavior. Here, we show that these properties are
common to several ionic liquids, and thus, they may represent
a “true ionic liquid” signature.22

2. COMPUTATIONAL DETAILS

This study makes use of some of the largest ab initio simula-
tions of ILs ensuring sampling and equilibration so far not
reached. We used the Car�Parrinello approach implemented
in the CPMD code23,24 with the BLYP functional.25,26

We employ Troullier�Martins pseudopotentials, derived using the
BLYP functional, and an empirical dispersion correction,27 which
has been accurately tested in previous work.28 Further checks
were done for this work by studying three one-ion pair clusters
and comparing structures and geometries with those obtained by
high-level quantum chemical methods. For theMMAN ion pairs,
we used instead the DCACP-BP pseudopotentials,29 which were
tested accurately for this system in previous work.14 The simula-
tions were started from a snapshot of a classical MD simulation,
and the equilibration time was chosen to be 5 ps unless otherwise
specified. A short overview of the systems is given below: (1) 8
ion pairs EMIM SCN, 400 K, (12.64 Å)3, 67.66 ps; (2) 32 ion
pairs EMIM SCN, 400 K, (20.06 Å)3, 6.24 ps (started from an ab
initio trajectory11 snapshot); (3) 48 ion pairs EMIMSCN, 400 K,
(22.97 Å)3, 1.0 ps (0.5 ps equilibration); (4) 8 ion pairs EMIM
DCA, 400 K, (13.11 Å)3, 63.50 ps; (5) 30 ion pairs EMIM DCA,
400 K, (20.37 Å)3, 43.85 ps; (6) 64 ion pairs EMIMDCA, 400 K,
(26.23 Å)3, 4.5 ps. (0.5 ps equilibration); (7) 8 ion pairs MMAN,

Received: June 6, 2011



3041 dx.doi.org/10.1021/ct200375v |J. Chem. Theory Comput. 2011, 7, 3040–3044

Journal of Chemical Theory and Computation LETTER

400 K, (10.19 Å)3, 84.02 ps; (8) 48 MMAN ion pairs where 100
snapshots were randomly selected for analysis from the trajectory
of ref 14; (9) 8 ion pairs MMIM Cl, 425 K, (11.62 Å)3, 79.66 ps.
The latter was done with the same setup as the corresponding
larger system of 30 MMIM Cl pairs.19 The two larger systems of
48 ion pairs of EMIM SCN and 64 ion pairs of EMIMDCAwere
used here as preliminary tests to indicate possible size effects on
the distributions of the dipoles and on the correlations studied.
The large computational effort required allows only for short
simulations, and technically, it is important to justify why one
may use a short equilibration time in this context. The starting
configurations obtained from the equilibration by classical simu-
lations gave interatomic forces which were smaller than 0.003 au
after the first step of the quantum calculation. This implied that
the starting configuration provided a reasonable overall liquid
structure and that the equilibration time chosen (0.5 ps) was
sufficient to equilibrate the local electronic degrees of freedom.
As a further test, we considered 10 uncorrelated classical config-
urations to sample statistically the liquid structure found in the
classical molecular dynamics (MD). After performing a wave
function optimization, the largest force acting on an atom was
below 0.004 au for each of them. In a similar study of ionic liquids
in literature, a much larger value of 0.1 au was taken for
identifying equilibrated (at quantum level) configurations ob-
tained from classical samples.30 The resulting electron densities
were used to calculate dipoles and their distributions; we found
the same results obtained for smaller systems. Since we did not
consider quantities linked directly to the dynamic properties of
the system (for which a long equilibration is mandatory), the
technical set up used for these larger calculations was sufficient to
represent a preliminary test. The dipole moments were calcu-
lated using the maximally localized Wannier analysis31,32 every
500th time step. In general, density functional theory (DFT) and
Wannier center-based dipole moments were found to be con-
sistent with experimental values for single molecules in the gas
phase.33,34 For 100 snapshots per system, the Bl€ochl analysis was
done as in ref 9.

3. RESULTS AND DISCUSSION

3.1. Molecular Dipole Moment As Physical Indicator.
In general, the electric dipole moment of an ion (denoted as
dipole in the following), contrary to that of a neutral molecule, is
not defined uniquely, as it depends on the arbitrary choice of the
origin with respect to which it is calculated. This implies that the
absolute value of ionic dipoles does not have a physical quanti-
tative meaning but, defined in a consistent way for all systems,
can be employed for a systematic comparison among different
ions to identify some generic trends. Here, the dipole moment of
imidazolium ions is calculated with respect to the geometric
center of the five ring atoms (COR), the dipole moment of all

other ions with respect to the geometric center of all atoms
(COG). However, our findings are largely independent of such a
choice. Molecular dipoles in ILs are also not experimentally
measurable, however, they represent a powerful tool for a
theoretical interpretation of the system properties. In fact, the
ion dipole moment is an indicator for charge displacement as well
as (being a vector) local molecular packing. It sums up electronic
and steric influences and describes the interplay of charge and
shape; hence, it represents an accurate descriptor for the varia-
tion of the ion’s electrostatic properties upon local liquid
configurational changes. Moreover, the evaluation of dipole
correlations along the whole system provides information about
the effective range of electronic interactions.
3.2. Fluctuations. Figure 2 reports the dipole distributions of

anions and cations for all the systems considered. In general, the
distributions are broader compared to those of nonionic liquids,
such as liquid water.33 The MMIM and EMIM cation dipole
distributions have about the same mean value with a strongly
pronounced spread in all three cases essentially independent of
the counterion. For the chemically more different anions of the
imidazolium ILs, a trend emerges: given the size of each specific
anion, the spread of the distributions is also very pronounced and
rises as the size and polarizability of anions increase. In fact, a
larger size can imply a larger number of both conformational
degrees of freedom (e.g., internal vibrations and local motion of
the side chain) and electronic degrees of freedom (i.e., possibility
of polarization). We may conclude that all these imidazolium
systems are characterized by large electrostatic fluctuations and
that the difference between the imidazolium systems is dictated
mostly by the nature of the anion and not so much by the
chemical specificity of MMIM or EMIM. Going beyond imida-
zolium-based systems to the protic IL MMAN, we have found
that this general trend still holds although in reverse order, i.e.,
the anion has a broader dipole distribution than the cation, which
can bemotivated by the larger van derWaals volume of the anion.
Interestingly, the gas-phase polarizibility of the nitrate anion is
significantly lower than the ones of the SCN or DCA anions, but
the nitrate dipole distribution has a larger spread. This suggests
that, in general, all these systems are characterized by strong
electrostatic fluctuations. The natural question arising at this
point is what the origin of these fluctuations is: Are they the
product of bulk density fluctuations on a large length scale, or are
they the result of very local but largely diverse molecular packing?
A comparison with the results obtained with classical flexible

models shows that the spread of the dipole distribution of the
quantum chemical calculations is 50% larger than that of the
classical studies. Furthermore in quantum chemical calculations,
the ions dipole moment distributions of a gas-phase ion pair are
also broad. The spread is larger compared to the liquid phase.
This is mainly due to the large number of ion pair configurations
associated with strong mutual polarization. The results above

Figure 1. Presentation of one mesomeric structure of (a) MMIM Cl, (b) EMIM SCN, (c) EMIM DCA, and (d) MMAN.
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indicate that while, in general, the large spread seems intrinsic to
ILs and their electronic properties, the actual dipole moment
distributions are very sensitive to the specific ions environment.
The decisive interactions are characterized by a certain range that
needs to be quantified.
In the next section, we address this point by comparing various

correlation functions and by comparing large systems with
smaller systems of eight ion pairs.
3.3. Locality. Figure 2 reports the dipole distributions for both

the large systems considered and their thermodynamical equiva-
lent systems of eight ion pairs. It is remarkable that the ion dipole
moment distributions of the large systems and the eight ion pair
systems are the same in all cases. A possible scenario emerging
from this comparison is that an ion is influenced only by its
immediate neighbors in the short time and seems to not
experience perturbations from the long-range behavior of the
liquid. Indeed, the counterions in the first shell overcompensate
the charge of an ion, thus, showing overscreening.20,35,36This result
would strongly support the idea of ions rattling in a long-living
ion cage proposed in literature.14,37�40 The statement above is
certainly true for the simulations done here. However, at this
stage, it should not be taken as a general claim but only as an
indication of a possible trend. In fact, the box sizes of the systems
providing a statistically significant set of reliable data (i.e., ion
pairs <48) are truncated at distances well short of those where the
radial distribution functions go to unity. It is, however, rather
encouraging that short simulation tests on larger systems (48 ion
pairs EMIM SCN and 64 ion pairs EMIM DCA), which do not
suffer from the limitation above, confirm all the conclusions
reached here. To further check the idea of locality, we test the
range of extension of three types of electrostatic interactions:
monopole�monopole, monopole�dipole, and dipole�dipole.
The interionic radial distribution functions would not capture the
electrostatic effects, as they are dominated by excluded volume
interactions. To obtain the monopole interactions between ions,
we fit a set of partial charges on the atom centers that give a best

fit to the multipole moments of the bulk ion configurations in
Fourier space via the Bl€ochl method.9,41 Surprisingly enough, we
find for all investigated systems, ionic charges considerably less
thanone, in the range 0.55�0.7 in units of the elementary charge e, see
Table 1. Force fields with ad hoc reduced ionic charges,21,37,42

treating this just as another free parameter in the force field
description, have been partially successful to reproduce dynamical
quantities of ILs besides the static ones. In this context, our results
suggest that the charge reduction may be a real physical effect as
proposed by experiments.43 For instance for EMIM DCA, the
reduced charges correspond to an electronic dielectric constant
εel = (q/qeff)

2 ≈ 2.2, which is in agreement with the experimental
refraction index n = (εel)

1/2≈ 1.5 44 Moreover, the cation charges
in the large and the small systems obtained via this analysis are the
same within the standard deviation in all cases, demonstrating that
this charge reduction effect takes place over a range of only a few
angstroms. Thus, eight ion pairs are sufficient to reproduce the
effective monopole structure of each ion. For the monopole�di-
pole correlation, we consider the angular distribution between the
dipole of an ion and the vector from the ion’s center of reference to
another ion’s center of charge (COC), e.g., taking one cation per
time as reference: cos Φ = μcat

ref
3 rcat
shelli/|μcat

ref| 3 |rcat
shelli|; μcat

ref is the
dipole of the reference cation, while rcat

shelli is the vector from the
COR of the reference ion to the COC of cations in the ith radial
bin (i = 1: below 5 Å, i = 2: 5�7 Å, i = 3: 7�9 Å, i = 4: above 9 Å).
All possible distributions were calculated: μan� ran, μan�rcat,
μcat�ran, and μcat �rcat. Similarly, all possible dipole�dipole
angular distributions as μan�μan, μcat�μan, and μcat�μcat were

Figure 2. Dipole moment distributions for large and small (g30 and 8 ion pairs, respectively) IL systems of (a)MMIMCl, (b) EMIM SCN, (c) EMIM
DCA, and (d) MMAN.

Table 1. Cation Charges in Units of e Obtained via Bl€ochl
Analysis9

system MMIM Cl EMIM SCN EMIM DCA MMAN

g30 0.63 ( 0.15 0.56 ( 0.25 0.67 ( 0.21 0.55 ( 0.29

8 0.64 ( 0.16 0.56 ( 0.25 0.70 ( 0.19 0.56 ( 0.27
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studied as in ref 19, e.g.: cos ϕ = μcat
ref
3μcat

shelli/|μcat
ref| 3 |μcat

shelli| in which
μcat
shelli is the dipole of cations in the ith radial bin. As examples,

μcat�rcat and μcat�μcat of the 30 EMIM DCA system are given in
Figure 3. Basically, the dipole of a cation correlates only in the very
immediate neighborhood with both the direction to the COC and
the dipole of cations, while displaying no preferential alignment
beyond this short range. All other distributions give the same
qualitative picture. For the cation�anion and the anion�anion
dipole�dipole angular distributions, only a negligible preferential
order is observed even in the first radial bin, while the correlations
of the dipoles and the COC directions decay slower. In any case at
distances above 8 Å, there is no preferential alignment in any of the
distributions. Given the diversity in the chemical structure of the
ions of each system and the fact that the short simulation tests on
larger systems confirm the results, we are tempted to propose that
the locality and the fluctuationsmay be a general characteristic of, at
least, a large class of ILs. The question arising at this point is what
happens at the local level that produces these pronounced fluctua-
tions? We can provide some hints for the imidazolium-based case.
We have found that the dipole moment distribution of ions

depends neither on the overall numbers of close cations or anions
nor on the magnitude of dipole moments of adjacent ions.
However, there are some geometries15 that may, at least in part,
clarify the molecular origin of the dipole fluctuations. We have
identified two counterbalancing aspects: ring stacking that lowers
dipole moments and hydrogen bonding that increases them.45,46

Although the complexity is much higher and probably involves
several other balancing effects, a basic qualitative explanation of
locality and fluctuations is given by the fact that as ions move
between evironments that are hydrogen bonding dominated to
those which are ring stacking dominated (and vice versa), the
dipoles change from larger to smaller values (and vice versa)
leading to a broad distribution.

4. CONCLUSIONS

We have studied a series of imidazolium-based ILs and, for
comparison, one protic IL of different chemical nature. For all
systems, we find that static electrostatic properties are the result
of two main aspects: locality and fluctuations. Basic considera-
tions about the physics of these systems lead us to propose that
these two aspects may actually be a more general signature for a
larger class of ILs. Despite the fact that properties of electrolytes

are governed mainly by long-range electrostatic interactions, we
found that the electrostatic interactions in the ILs investigated by
us were reduced and very local, yet dominated by large fluctua-
tions. In general, one expects screening in a liquid consisting of
ions. However, it is not obvious that this takes place on a range
comparable to the molecular size. Our results can be useful for a
rational design of further molecules and for providing building
criteria for large-scale theoretical and simulationmethods. Likely,
the high locality and charge reduction are the reasons of the
success of classical force fields with empirically reduced ion
charges21,37,42 in describing bulk properties.
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LISTb: a Better Direct Approach to LIST
Ya Kun Chen and Yan Alexander Wang*

Department of Chemistry, University of British Columbia, 2036 Main Mall, Vancouver, British Columbia, V6T 1Z1, Canada

ABSTRACT: Following our recent paper on linear-expansion shooting techniques (LIST) [Wang, Y. A.; Yam, C. Y.; Chen, Y. K.;
Chen, G. H. J. Chem. Phys. 2011, 134, 241103], in which the direct approach (LISTd) and the indirect approach (LISTi) were
proposed to accelerate the self-consistent field convergence, we discovered a highly simple solution to cure the linear-dependence
problem of LISTd. The resultant method, LISTb, is a better direct approach to LIST and muscles similar performances to existing
LIST methods. More promisingly, LISTb even outshines the best LIST method, LISTi, for systems involving transition-
metal atoms.

The self-consistent field (SCF) method has been widely
adopted to solve the Hartree�Fock and Kohn�Sham

density-functional theory problems.1 In the Roothaan�Hall
procedure,1 a usual SCF step involves rendering the input density
matrix (Din) into the Fock Hamiltonian matrix, then diagonaliz-
ing the Fock matrix to obtain the output density matrix (Dout)
and generating an initial guess (input) for the next iteration.
Writing this into equations,1 for iteration i and orbital k, one has

�1
2
∇2 þ v̂eff ½Din�

� �
jψout

k,i æ ¼ εoutk,i jψout
k,i æ ð1Þ

and

∑
occ

k
fk,ijψout

k,i æÆψ
out
k,i j ¼ Dout

i ð2Þ

where v̂eff is the effective potential, fk,i and εk,i are the occupation
number and the eigenvalue of orbital ψk,i, respectively, and the
superscripts “out” and “in” stand for the output and input quantities,
respectively. At iteration i, the electronic energy is normally evaluated
via the Hohnberg�Kohn�Sham (HKS) energy functional:2

EHKSi ½Dout
i � ¼ ∑

occ

k
f outk,i ε

out
k,i � Æ̂veff ½Din

i �Dout
i æ þ EH½Dout

i �

þ EXC½Dout
i � ð3Þ

where EH and EXC are the Hartree and exchange-correlation
energies, respectively. However, such a pristine SCF algorithm only
works for simple small species and fails in most contemporary
quantum chemistry studies. There have been some great efforts in
designing more powerful schemes to accelerate the convergence of
the SCF process prior to 2011.3�13 Logically, such SCF acceleration
schemes can be divided into two categories: ones that change the
SCF route3�8 and ones that do not.9�13

In the first category that involves changing the variational path,
Pulay’s direct inversion in the iterative subspace (DIIS) algorithm is
the most successful one and is widely used today.3,4 However, the
standard DIIS algorithm does fail occasionally because the targeted
commutativity between theFockmatrix and the densitymatrix is only
a necessary but not a sufficient condition for SCF convergence
toward an energy minimum. Alternatively, DIIS can be reformulated
as a Krylov subspace accelerated inexact Newton (KAIN) method,5

but with limited success in performance improvement.6 To incorpo-
rate the condition of energy minimization, energy-DIIS (EDIIS) and
augmented-Roothaan�Hall energy-DIIS (ADIIS) methods have
been developed and have shown their ability in some challenging
cases.7,8 Nonetheless, their strengths are more prominent in the early
stages of SCF processes, whereas DIIS takes over the task of ac-
celeration as the SCF is near the final convergence.8

The other technique that accelerates the total energy conver-
gence is to only finesse the energy evaluation formula, which has
been systematically investigated in our group.9�13On the basis of
the analysis of the difference between the final converged exact
energy and the current-iteration HKS energy, the corrected HKS
(cHKS) energy functional can be used to improve the evaluation
of the total electronic energy:9,10

EcHKSi ¼ EHKSi ½Dout
i � þ ÆΔviðDb �Dout

i Þæ ð4Þ
with Δνi = (ν̂eff[Di

out] � ν̂eff[Di
in])/2, where Db denotes the best

estimate of the final converged exact density matrix based on
information currently available (before the convergence is reached).

Recently, two linear-expansion shooting techniques (LIST),
namely, the direct approach (LISTd) and the indirect approach
(LISTi), have been developed in our group.14 Within LISTd, we
imposed the cHKS energy for any iteration to be equal to the final
converged energy (exact up to second-order corrections), given
that Db is optimally expressed as a linear expansion of historical
output density matrices. The final matrix equation for the LISTd
method can be succinctly written as

with aij = Ei
HKS[Di

out] + ÆΔvi(Dj
out � Di

out)æ, where E is the
current best estimate of the total energy and Dj

out is a historical
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output density matrix used to expand Db via the expansion
coefficients {cj}:

Db ¼ ∑
m

j¼ 1
cjD

out
j ð6Þ

with the normalization condition

∑
m

j¼ 1
cj ¼ 1 ð7Þ

In eq 5, one should note that matrix A for LISTd is asymmetric,
which will become vitally important later.

Taking an alternative approximation, within LISTi, we im-
posed the equalization of the cHKS energies expanded in terms
of the input and output density matrices, resulting in an almost
identical matrix equation except that the matrix elements ofA are
defined as ÆΔvi(Dj

out � Dj
in)æ. Solving the linear equations for

LISTd or LISTi, one has a set of expansion coefficients {cj} to
construct the input effective potential for the next iteration

v̂eff ½Din
mþ1� ¼ ∑

m

j¼ 1
cjv̂eff ½Dout

j � ð8Þ

Case studies have shown that LISTi is more effective than LISTd,
because LISTd suffers from linear-dependence problems near
convergence.14 Hereafter, we introduce a better direct approach
to the LISTmethod, LISTb, which is capable of curing the linear-
dependence problem rooted in LISTd.

We first start with the key imposition within LISTd:14

∑
m

j¼ 1
cjaij ¼ E, "i ð9Þ

Upon introducing an additional set of expansion coefficients {ci0}
with ∑i=1

m ci0 = 1, we can generalize eq 9 into a double summation
form:

∑
m

i¼ 1
∑
m

j¼ 1
c0i cjaij ¼ E ð10Þ

Now, interchanging the order of summations on the left-hand
side of eq 10, we arrive at

∑
m

j¼ 1
cj ∑

m

i¼ 1
c0iaij

( )
¼ E ð11Þ

in which we can choose the values of {ci0} properly, such that

∑
m

i¼ 1
c0iaij ¼ E0, "j ð12Þ

After plugging eq 12 back into eq 11, we readily conclude E = E0
because of eq 7. Then, eqs 9�12 can be recast in terms of a single
expansion over {ci0} instead:

∑
m

i¼ 1
c0iaij ¼ E, "j ð13Þ

which immediately leads to a matrix equation virtually identical
to eq 5:

BC0 ¼ ATC0 ¼ O ð14Þ
except that matrix B is exactly the transpose of matrix A (bij = aji)
and C0 = (E, c10, c20, ..., cm0)

T. Of course, this is only meaningful if

matrix B differs from matrix A, which fortunately is so, as already
noted above.

Amazingly, it turns out that this transposition is the key to
success here: it avoids the severe linear dependence of LISTd
while inheriting the power of LIST. The linear-dependence
problem of LISTd stems from the fact that as the calculation
approaches the final convergence, the rightmost column of
matrix A becomes increasingly similar to the column on its left,
with an element-wise difference

ai,m � ai,m�1 ¼ ÆΔviðDout
m �Dout

m�1Þæ ð15Þ
which is of second order of the density matrix residual error. On
the other hand, LISTb will not suffer from the same problem of
LISTd, because the difference between two neighboring columns
of matrix B

bi, j � bi, j�1 ¼ ðEHKSj � EHKSj�1 Þ þ ÆðΔvj �Δvj�1ÞDout
i æ

� ÆΔvjDout
j æ þ ÆΔvj�1D

out
j�1æ ð16Þ

is dominated by terms of first order of the density matrix
residual error.

According to Cramer’s rule,15 the solution to eq 5 or eq 14,
{ci} for LISTd or {ci0} for LISTb, is the quotient of two deter-
minants, with the numerator being the determinant of a matrix
with one column replaced by vector O and the denominator
being the determinant of matrix A. For example, cm = |Am|/|A|,
where matrix Am is simply matrix A with its last column replaced
by vector O. Therefore, in the LISTd scheme, as it approaches
the final convergence, the tiny difference between the last two
columns, eq 15, in matrix A will routinely result in cm�1 and cm
of very big, nearly identical magnitude but with opposite signs.
In contrast, LISTb has a much bigger difference in the last two
columns, eq 16, that avoids the build-up of the linear-dependence
problem. Thus, the transpose of matrix A of LISTd into matrix
B of LISTb yields a different, much improved acceleration path.
For future reference, we name the above transpose technique
“alleviation of linear dependence in asymmetric system via trans-
position” (ALDAST).

To compare LISTb with other LIST members and DIIS, all
LIST methods, including LISTb, LISTd, and LISTi, were
implemented in the NWChem 5.0 source code.16 Within a LIST
calculation, the cHKS total electronic energy functionals were
evaluated at every iteration.9,10 In all calculations, only five Fock
and density matrices were used in the linear mixing unless
otherwise noted, and no other SCF convergence schemes, such
as level shifting or density damping, were invoked. For all
calculations, full convergence was defined as the energy differ-
ence between two consecutive iterations smaller than 10�9

Hartrees.
We chose several molecules to benchmark the performance of

our methods. For hydrogen flouride (HF), the H�F bond length
was 0.920 Å. For water (H2O), the two H�O bond lengths and
theH�O�Hbond angle were 0.965 Å and 103.75�, respectively.
For ethene (C2H4), the C�C bond length and all C�H bond
lengths were 1.335 and 1.098 Å, respectively, while all H�C�C
bond angles were 122.88�. The C�C and C�H bond lengths in
benzene (C6H6) were all set to 1.396 and 1.097 Å, respectively,
and all bond angles were 120�. For the aforementioned four
molecules, a local density approximation (LDA) exchange-
correlation functional was used in conjunction with the 6-31G
basis set.17,18 A large water cluster system, (H2O)51, was also
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calcualted at the B3LYP/6-31G** level of theory,19 and its
geometry can also be found in ref 8.

We have also performed numerical tests on several challenging
systems that hadbeen studiedelsewhereunder similar conditions.7�9,14

Figure 1. Convergence of the total energy (in Hartrees) for different systems. The final converged energy E0 (in Hartrees) is in the parentheses in the
topright corner of each subfigure. In j, the optimal linear-expansion length of eachmethod is in the parentheses of the legend. In a�i, the linear-expansion
length is fixed to 5.
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A silane (SiH4) molecule with a much elongated Si�H bond was
calculated at the LDA/6-31G* level of theory, under the same
conditions as previously studied:9,14 the three regular and the elongated
Si�H bond lengths were 1.47 and 4.00 Å, respectively, and all four
H�Si�H bond angles were 109.28�. A cadmium-imidazole cation
([Cd(Im)]2+)8,14was calculated at theB3LYP/3-21G level of theory19

using the core Hamiltonian as the very first initial guess. The tetra-
nuclear rutheniumcarbonyl clusterRu4(CO)

8 and tetrahedral uranium
fluoride (UF4) with aU�Fbond lengthof 1.98Å7were also calculated
at the B3LYP/Lanl2DZ level with the core electrons of the transition-
metal atoms represented by the Lanl2 pseudopotentials.20 For UF4, a
superposition of atomic densities was utilized as the very first initial
guess, different from ref 7.

The performances of different LIST methods and DIIS are
compared in Figure 1. For simple molecules around their
equilibrium geometries, such as HF and H2O, LISTb, LISTi,
and DIIS demonstrate comparable performances (maybe with a
slightly slower pace for LISTb), and all three outpace LISTd by
about eight iterations. Cases with more complex π bonding
interactions, i.e., C2H4 and C6H6, also confirm that LISTb is
comparable to LISTd, LISTi, and DIIS: all of them can achieve a
similar rate of convergence for SCF calculations, whereas LISTd is
only marginally slower than the other three algorithms. For the
much bigger system, (H2O)51, LISTb unequivocally outperforms
all other methods, whereas LISTi goes sideways after iteration six
but catches up after iteration nine. The silane molecule with a
much elongated Si�H bond represents a prototype case of
nonequilibrium structures. Both DIIS and LISTd fail in this case,
while LISTb and LISTi can converge within 25 iterations with
LISTi leading by four iterations.

For molecules containing transition-metal atoms that involve
much more complicated bonding interactions, LISTb is the clear
winner among all four methods compared in this study. Despite
the complete failure of DIIS for [Cd(Im)]2+, all three LIST
methods work but at different speeds: LISTb can reach full
convergence within only 22 iterations, five and 35 iterations
faster than LISTi and LISTd, respectively. In the case of
Ru4(CO), all four methods converge, but LISTd guides the
system toward a different energy of�488.6972714297 Hartrees,
higher than the true ground state by about 0.0134 Hartrees.
LISTi falls behind eventually even after outperforming others in
the first 40 iterations. LISTb begins to lead the race after 50
iterations, while DIIS only catches up after nearly 80 iterations. As
for UF4, LISTb only takes about 100 iterations to converge,
whereas LISTi spends more than 760 iterations and DIIS does
not converge for the first 1000 iterations. Again, the LISTd scheme
in this case converges to a higher energy of �451.1890747131
Hartrees within 100 iterations.

We also found that the length of the linear expansion of eq 8
does affect the convergence behavior of all methods studied here.
Taking Ru4(CO) for example, DIIS only converges when the
linear-expansion length is 5. For this very reason, we have inten-
tionally presented the results with five expansion Fock matrices
in Figure 1a�i. If we choose the fastest convergence rate of each
method with its optimal expansion length, Figure 1j shows that,
for UF4, LISTb and LISTi can reach full convergence within 49
and 65 iterations with 10 and 4 expansion Fock matrices, re-
spectively. Interestingly, LISTd does converge with six expansion
Fock matrices, but only after 256 iterations. It is thus desirable to
finetune the length of the linear expansion to achieve optimal
performance, although five expansion Fock matrices seem to be a
good default choice for most systems investigated thus far.

Overall, the above case studies indicate that LISTb rivals LISTi
in terms of the robustness and effectiveness of accelerating SCF
convergence, especially for species containing transition-metal
atoms. Though LISTb shares the same overall matrix equation
with LISTd and LISTi, but with the ALDAST technique curing
the severe linear-dependence problem faced by LISTd, LISTb
delivers a more smooth, much faster SCF convergence path,
particularly illustrated by the Ru4(CO) and UF4 calculations. On
the basis of the numerical tests reported in this work and previous
publication,14 we now wholeheartedly endorse LISTb and LISTi
as the two most powerful implementations of LIST.
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ABSTRACT: Nonheme perferryl FeVdO species are studied herein by means of coupled cluster (CCSD(T)) calculations with a
complete basis set limit estimate and density functional B3LYP computations. It is shown that the high-spin/low-spin (HS/LS)
energy order in these FeVdO species is highly dependent on the electronic nature of the ligand sphere and the geometric position of
ligands relative to the FeVdO moiety. When only σ-donor amines ligate FeVdO, the LS state is slightly lower than the HS states.
However, when a strongπ-donor ligand such as hydroxyl is cis to FeVdO, theHS state becomes highly favored. And on the contrary,
if theπ-donor ligand is trans to FeVdO, the LS state is predicted here to be highly favored. This last type of perferryl complex has not
yet been made by experimental means. Generally, our findings are consistent with the available experimental data.4a,6,7 Some
implications of these findings on the behavior of experimental systems are discussed.

Nonheme high-valent oxoiron reagents have attracted con-
siderable interests in bioinorganic chemistry, since these

complexes mimic active oxidants of many nonheme enzymes.1

Among the high-valent oxoiron complexes, the ferryl species
have been extensively studied both experimentally2 and
theoretically.3 These studies have generated a great deal of
knowledge about the spin-state energies and oxidative reactivity
of ferryl FeIVdO species. By contrast, our knowledge of perferryl
FeVdO species remains scant. The formation of perferryl
FeVdO was proposed, for some nonheme enzymes and syn-
thetic analogues, based on indirect experimental indications.4 To
date, the only experimentally observed perferryl species is the
synthetic complex [OdFeV(TAML)]� of Collins et al.,5 wherein
TAML is a macrocyclic tetraamide ligand of the tetra anion (see
Chart 3). However, there are indications that more perferryl
species might have been observed, but their structures and
electronic features are still not firmly established. Hence, a study
of their types and their spin states is deemed timely.

Very recently, there appeared an experimental EPR study6

which assigned the spin-state identity of the proposed7 reactive
FeVdO species during nonheme iron catalyzed epoxidation of
alkenes. Thus, Talsi et al.6 showed that active species of the
catalyst systems based on nonheme iron complexes, tentatively
assignable to be FeVdO, are low-spin species. However, it
remains unclear whether and how the spin state ordering of
perferryl FeVdO is determined by the ligand sphere. In response,
we present a high level ab initio coupled cluster (CC) with
complete basis set (CBS) limit estimate as well as DFT computa-
tional results for electronic structures and spin state energetics of
nonheme perferryl FeVdO complexes.8 The study accounts for
and rationalizes the experimental findings for the related experi-
mental species and uncovers new features. As we shall demonstrate,

the perferryls turn out to possess a spectrum of intriguing features.
The usage of CC theory further allows us to evaluate the perfor-
mance of an approximate functional like B3LYP in describing all of
the available electronic states of perferryls. The computational
methods and details (structures, energies, tests of the CBS limit
estimates, potential energy surface scan profile) are all given in the
Supporting Information (SI).

A prototype perferryl FeVdO structure that has been pro-
posed frequently in experimental systems4,6,7 is [OdFeV�
OH(L)]2+, wherein the hydroxyl group is at the cis position to
the FedOunit, and L is the remaining neutral polydentate ligand
made usually of amine/pyridine moieties. Alternatively, there
could also exist perferryl complexes devoid of an OH ligand, i.e.,
[OdFeV(L)]3+, wherein only a neutral polydentate ligand, or
maybe one additional solvent molecule, is wrapped around
FeVdO. Moreover, changing the cis-OH to trans-OH will
generate a third complex, with electronic structure features that
are not known from experiments. As such, we designed the three
hexa-coordinate model complexes shown in Chart 1, for which
high-level CCSD(T) calculations with a CBS limit extrapolation9

estimate can be applied to serve as our reference for DFT
calculations.

The various electronic configurations of perferryl complexes
are depicted in Scheme 1. Generally, the high-spin (HS)
quartet (Q) states (Qxy, QpO, and Qxy�pO) are all characterized
by triradicaloid configurations, while the LS doublet (D) states
can be classified as either a monoradicaloid configuration (Dπ)
with one unpaired electron or triradicaloid doublet configura-
tions (DpO and Dxy�pO) with three unpaired electrons coupled

Received: August 31, 2011
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antiferromagnetically. Previous DFT calculations focused
mostly on the triradicaloid LS states.10a One exception is the
study by Neese et al. for 2, wherein the monoradicaloid LS
state was calculated while the triradicaloid LS state was not
reported.11

The configurations in Scheme 1 are system-dependent and
fall into two classes: One class is labeled QpO, Qxy�pO, DpO, and
Dxy�pO, wherein the subscripts indicate that OH acts as a
noninnocent ligand. This arises because the short Fe�OH
bond (1.8 Å) creates a large overlap between the p(OH) orbital,
perpendicular to the Fe�O�H plane, and the π* or dxy type
FedO orbital, whereby the OH ligand acquires also significant
spin density. The other class is labeled as Qxy, Dπ, which means
that the open shell part of these configurations involves only the
orbitals of the FeVdO moiety (dxy or π* FeO type, re-
spectively). This latter class is also called “genuine” or some-
times “true” FeVO,12 to distinguish it from the cases with non-
innocent ligands, e.g., in the extreme case of compound I
(Cpd I) in heme enzymes like P450, which possess a ferryl FeIVO
unit and a porphyrin cation radical.13 Due to the absence of
the π-donor hydroxyl ligand in 3, the space separation of the
unpaired electrons by ligand noninnocence is not possible any-
more, and hence, the triradicaloid states must have their three
unpaired electrons localized on the FeVO center. As such, the LS

triradicaloid states of 3 will be destabilized relative to the HS
states by a loss of exchange energy.14 Consequently, in the
absence of the π-donor OH ligand, the favored LS state in 3 will
be the monoradicaloid LS state. Indeed, the only LS state which
we could locate herein for 3 using B3LYP calculations is Dπ.

Table 1 summarizes the calculated adiabatic Q�D gaps for
1�3 at the CCSD(T)/CBS estimate and the B3LYP/def2-
QZVP levels. Inspection of the CCSD(T) results for 1, for which
the π-donor hydroxyl group is at the cis position to the perferryl
FedO unit, shows that the ground state is HS and is preferred by
12.4 kcal/mol over the LS Dπ state. By contrast to 1, for 2,
wherein the π-donor hydroxyl ligand is trans to the perferryl
FedOmoiety, the LS Dπ state is favored over the two HS states
by 15.8 and 17.3 kcal/mol. Finally, for species 3, in which only σ-
donor amine ligands bind iron, and which may be considered as a
model for nitrogenous-ligated nonheme complexes,1 the HS and
LS states are close in energy, with the latter being 3.1 kcal/mol
lower. We note that this result for 3 is quite similar to our recent
multireference CASPT215a computational results for the “true”
FeVO electromers of Cpd I in heme systems, which has been
subsequently confirmed also by RASPT215b computations. This,
and other tests of the basis sets (see SI), show that the CCSD-
(T)/CBS estimates are solid.

For 1 and 3, in Table 1, B3LYP performs in agreement with
CCSD(T), especially after correction of the spin-contamination.16

Thus, complex 1 exhibits in spin-contamination corrected-B3LYP a
monoradicaloid Dπ state, which is 10.9 kcal/mol higher than the
triradicaloid HS ground state,17 in reasonable agreement with the
CCSD(T) datum of 12.4 kcal/mol. Similarly, for 3, spin-contam-
ination corrected B3LYP predicts a Dπ ground state in agreement
with CCSD(T). For 2, the B3LYP predicts correctly the preference
for a LS state. But the B3LYP energy gap relative to theHS stateQxy

is significantly smaller than the corresponding CCSD(T) gap. That
this gap is large is supported by independent multireference SORCI
calculation of the vertical gap (12.9 kcal/mol).11,18 This indicates
that the performance of an approximate functional tends to be
system-dependent. In addition, we note that the ZPE correction in
Table 1 does not change our results much.

Since 1 and 2 are structural isomers, their relative energy is
chemically relevant. Figure 1 shows this comparison, using as a

Chart 1. The Three Used Model Perferryl Complexes

Scheme 1. Potential Triradicaloid (blue) and Monoradica-
loid (black) Configurations for 1�3 and Their Connections

Table 1. The Calculated Adiabatic Q�DGaps (kcal/mol) for
1�3a

complex state UB3LYP/def2-QZVPb CCSD(T)/CBS

1 Qxy�pO 0.0 (0.0) [0.0] 0.0

Dπ 10.9 (15.8) [9.7] 12.4

Dxy�pO 16.3 (10.9) [15.9] ;c

2 Qxy 0.0 (0.0) [0.0] 0.0

QpO �4.0 [�3.4] 1.5

Dπ
d �4.3 [�3.4] �15.8

DpO �7.5 (�5.9) [�7.1] ;c

3 Qxy 0.0 (0.0) [0.0] 0.0

Dπ �0.8 (4.7) [�0.8] �3.1
aThe structures used in CCSD(T) calculation are from UB3LYP/def2-
TZVP geometry optimization for the corresponding states. bValues
outside/inside parentheses are with/without spin-projection for spin
contamination; values in brackets also include zero point energy
(ZPE) correction for the spin-projected energies. c Symmetry-broken
states for which the RCCSD(T) method cannot be applied. dNot spin
contaminated.
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reference the most stable state, Qxy�pO for 1, and depicts the
relative energies of the other states. The computed stability of 1-
Qxy�pO is in agreement with the fact that all of the so far
proposed nonheme HO�FeVdO complexes under experimen-
tal conditions contain a cis hydroxyl ligand but never a trans OH
ligand. Additionally, as shown in Figure 1, the difference between
B3LYP and CCSD(T) for 2 is quite large. This large difference
owes its origins to the following factors: one is the under-
estimation by B3LYP of the stability of 2-LS; the other is
overestimation of the stability of 2-HS states. With CCSD(T),
the 2-Dπ is only 3.3 kcal/mol higher than 1-Qxy�pO. As such, 2
may be thermodynamically accessible, although in small quan-
tities. Furthermore, the conversion of 1-Qxy�pO to 2-Dπ may
represent a new spin crossover system but for a high-valent iron,
wherein the spin state interchanges as the OH ligand flips
between the cis and trans positions.

Having shown the key findings of the three perferryl model
systems, one may wonder how relevant these findings are to the
more realistic synthetic nonheme complexes. To answer this
concern, we compare the predictions for 1 to a related
experimentally proposed4a,10a�10c complex, [OdFeV�OH-
(TPA)]2+ (TPA = tris(2-pyridylmethyl)amine), 4, shown in
Chart 2. Table 2 shows the relative spin-state energies for 1
and 4.19 The computed triradicaloid Qxy�pO�Dxy�pO gap for 4
(18.4 kcal/mol) is close to the previous B3LYP calculation
(20.5 kcal/mol) using a smaller basis set,10a and Qxy�pO�Dπ

gaps of both 1 and 4 in Table 2 are on par with the CCSD(T)/
CBS gap for 1 in Table 1. Furthermore, it is apparent from
Table 2 that the spin-contamination corrected gaps,
Qxy�pO�Dxy�pO and Qxy�pO�Dπ, for 1 and 4 are very similar.
As such, we may conclude that the simplified complex 1 is a

fairly reliable model of 4 as far as the spin-state ordering is
concerned. Furthermore, since the experiments with 4 were
carried out4a in acetonitrile, we tested these spin-state gaps for 4
using the SMD continuum solvation model.20 The results,
which are shown in brackets in Table 2, demonstrate that the
Q�D gaps are intrinsic properties of 4 and are almost un-
affected by solvation. Generally, our consistent DFT and
CCSD(T) calculations for 4 and 1 imply that 4 is not likely
to have a LS ground state, which does not support the recent
tentative proposal from Talsi et al.21 Their assignment may
refer to a different structure than 4.

Having shown our results for 1�4 including both model and
experimental systems, we may now compare our CCSD(T)
results to experimental findings.5,6 Thus, our results for 3 (in
Table 1) indicate that whenever the ligand sphere of the perferryl
moiety involves only σ-donor amine ligands, the corresponding
FeVdO complex is likely to be LS, with a very close HS state of
the Qxy type. The first part of this prediction is consistent with
the proven LS identity of [OdFeV(TAML)]� found by Collins
et al. and is depicted in 5 in Chart 3, albeit having a ligand
arrangement different from that of 3.5 Furthermore, Talsi et al.6

assigned, based on EPR spectra, a LS ground state, for complexes
of the [OdFeV�(L)(S)]3+ type, wherein L is an amine/pyridine
ligand and S is acetonitrile or a water molecule, as in 6 and 7.22

However, the second part of the prediction regarding the
accessibility of the HS state has not been addressed yet by
experimentation. This HS state may well affect the EPR or
M€ossbauer spectra of these complexes,24,25 and furthermore,
being so low in energy, it is likely that this state will be involved in
the reactivity of these perferryl reagents.

Our result of 2 further suggests that if an�OHor�OR ligand
can be placed trans to the FeVdO moiety, then the LS state will
be strongly preferred over the HS (Table 1). This prediction
awaits future experimental tests.

In conclusion, using coupled cluster and DFT calculations, we
demonstrated here that the spin-state energetics of perferryl
FeVdO species is highly dependent on the ligand sphere and its
arrangement in space.When there are noπ-donor ligands such as

Figure 1. Relative UB3LYP/def2-QZVP and CCSD(T)/CBS estimate
energies of various spin states for the isomeric perferryls, 1 and 2, relative
to the lowest state Qxy�pO of 1. Whenever necessary, the relative DFT
energies of doublet states given are after spin-contamination correction.

Chart 2. Complex [OdFeV�OH(TPA)]2+ (4) and Its
Model, 1

Table 2. The B3LYP Calculated Adiabatic Q�D Gaps
(kcal/mol) for 1 and 4a

state 4 1

UB3LYP/def2-TZVPPb Qxy�pO 0.0 (0.0) [0.0] 0.0 (0.0)

Dπ 16.0 (20.5) [16.3] 11.1 (16.0)

Dxy�pO 18.4 (12.2) [19.1] 16.1 (10.7)
aThe structures in all calculations are optimized by UB3LYP/def2-
TZVP for the corresponding states. bValues outside/inside parentheses
are with/without spin-projection for spin contamination; values in
brackets are from the SMD solvation model calculation with spin-
projection for spin contamination.

Chart 3. Perferryl Complexes 5�7



3052 dx.doi.org/10.1021/ct200614g |J. Chem. Theory Comput. 2011, 7, 3049–3053

Journal of Chemical Theory and Computation LETTER

a�OHor�ORgroup but onlyσ-donor amine/pyridine ligands,
the HS and LS perferryl states are close in energy with a slight
preference for LS. When a π-donor ligand is at the cis position of
perferryl FeVdO, the HS ground state is highly preferred, and on
the contrary, when π-donor ligands are at the trans position of
perferryl FeVdO, a LS ground state is highly preferred. The
solvent has a minor influence on these spin state energetics of
perferryl species. These theoretical findings can be used as
fingerprints for probing perferryl complexes, which may or
may not be present in a given medium.6,21 At present, the
predictions are consistent with the previous observations which
propose perferryl FeVdO as an active species in those nonheme
systems.7 Furthermore, the different spin states of these com-
plexes may result in different reactivity patterns and may be
worthy of experimental exploration.
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ABSTRACT:We present results for the structural and vibrational properties of the water molecule, water dimer, and liquid water at
the experimental equilibrium density, as obtained with several van der Waals density functionals. The functional form originally
proposed by Dion et al. [Phys. Rev. Lett. 2004, 92, 246401], with an appropriately chosen local exchange functional, yields a
description of the liquid superior to that of the semilocal functional PBE. In particular, a specific choice of the local exchange
functional (optB88) fitted to quantum chemistry calculations yields the best agreement with experimental results for pair correlation
functions although it is slightly inferior to other van der Waals functionals in describing infrared spectra. When using optB88, liquid
water displays a hydrogen-bonded network less tightly bound than when using the PBE approximation. The performance of optB88
is definitely inferior to that of the PBE0 hybrid functional for the isolated molecule but only moderately so for the liquid. However,
the computational cost of optB88 is much less than that of hybrid functionals; therefore the use of optB88 appears to be a sensible
alternative to calculations implying the evaluation of the Fock operator, in cases when simulations of large systems are required.

1. INTRODUCTION

In the past two decades, much progress has been reported
in simulations of liquid water from first principles.1 However,
discrepancies with experimental data remain, when using calcula-
tions based on density functional theory (DFT), e.g., in describ-
ing the structural and diffusive properties of the system. One
issue that is receiving much attention lately is the performance of
van der Waals density functionals2�4 (vdW-DFs) in predicting
the properties of water; these are functionals designed to account
for dispersion forces, at least approximately.

van der Waals forces denote the forces between atoms or mol-
ecules in dilute gases or liquids, i.e., in the presence of negligible
electronic charge overlap between the constituents. According to
several authors, for example ref 5, for point-like polar molecules,
one may identify three different contributions to vdW forces:
(i) thermal orientation, originating from dipole�dipole interac-
tions, first described by Keesom;6,7 (ii) induction, stemming from
dipole-induced dipole interactions, introduced by Debye;8,9

and (iii) dispersion, first discussed by London,10 arising from
the dynamic interactions between fluctuating dipoles. The first
two contributions are present only in systems whose building
blocks have a permanent dipole (and thus in water), while the
third one occurs between any type of atoms or molecules, irrespec-
tive of their polarity. In all three cases, the interaction energies
decay as the sixth power of the distance.

In liquid water, there is a non-negligible electronic charge
overlap between first neighbor molecules, whose main interac-
tion is throughhydrogen bonding, not vdW forces.Manydefinitions
have been given of hydrogen bonding,11 including a recent one
by IUPAC;12 for the purpose of the present discussion, we
loosely define a hydrogen bond (HB) as the attractive interaction

between a proton donor covalently bonded to a species X (X�H)
and a proton acceptor Y.11 Both charge transfer (CT) effects and
electrostatic interactions contribute to hydrogen bonding. A
recent analysis of the relative contribution of these two compo-
nents in the water dimer has been given by Khaliullin et al.,13 who
showed that the amount of intermolecular CT is on the order of a
few millielectrons, i.e., much smaller than inferred from conven-
tional population analysis in the past. In the liquid, most of the
vdW interaction energy comes from second neighbor molecules,
but a small contribution is expected also from non-hydrogen
bonded configurations between first neighbors, originating from
geometries where both charge overlap and CT are much smaller
than in HBs. In these configurations, oxygen�oxygen distances
roughly correspond to the first minimum of the oxygen�oxygen
pair correlation function.

To understand the performance of semilocal and hybrid
density functionals (e.g., those derived within generalized gra-
dient approximations (GGA) such as PBE,14,15 BLYP,16,17 and
PBE018) in describing the induction and orientation contribu-
tions to vdW forces, it is useful to examine how well these func-
tionals can account for the dipolemoment (μ) of watermolecules in
ice and water. In the gas phase, the dipole moment of the molecule
has beenmeasured to great accuracy: it is 1.855D,19 andmostDFTs
can reproduce this values within 3% (see section 3.1). The same
quantity in condensed phases is not well-defined and thus cannot
be measured, since it is not possible to partition in a unique way
the electronic charge density between individual molecules.
However, the quantity μ2G can be derived from the measured
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dielectric constant (ε0); within linear response,μ
2G=3kBT(ε0� 1)/

4πF, where F and T are the number density and temperature of
the system, respectively, and kB is the Boltzmann constant. G is a
correlation factor that accounts for angular correlations among
dipoles: G = 1 + ∑i NiÆcos θiæ, where Ni is the number of
molecules in the ith coordination shell and Æcos θiæ is the average
cosine of the angle between the dipole of a given molecule and a
dipole in the ith coordination shell (G = 1 for uncorrelated
dipoles). For perfectly ordered ice, G = 3, and thus at ambient
conditions, for proton disordered ice, one expects G e 3, im-
plying μ g 3.03 D for ε0 = 107.20 Experimental estimates for
liquid water, based on X-ray form factors, yield μ = 2.9 ( 0.6.21

One may also estimate an effective dipole moment of molecules
in ice and water from calculations of the induced dipole on a
given molecule due to its environment, based on electrostatics.
Such calculations were pioneered by Coulson and Eisenberg,22

who used a self-consistent induction model to obtain the dipole
moment of a water molecule in ice. Using values of the quadrupole
moment of the isolated molecule available at the time, and a
series of approximations including the neglect of intermolecular
polarizability, Coulson and Eisenberg obtained a value of 2.6 D
(often misquoted as the dipole moment of the molecule in liquid
water or even as an experimental result). Twenty years later,
Batista et al.23 used a model similar to that of ref 22, but they
employed refined values of the multipole moments of the isolated
molecule and computed a value of 3.09D, which ismost probably
a lower bound to the dipole moment in ice.

Within a first principle approach based on ab initio molecular
dynamics, where both ice and water are considered as condensed
systems, onemaydefine an effective dipolemoment frommaximally
localized Wannier functions24 (MLWFs). These are derived from
linear combinations of Bloch states, obtained by self-consistent
solutions of the Kohn�Sham equations. Four doubly occupied
MLWFs may be associated with each molecule (there are eight
valence electrons per molecule) and μB is computed as25 μB =
qrBH1

+ qrBH2
+ 6qrBO � 2q∑c=1

4 rBwc, where rBwc,c = 1 to 4 are
the four maximally localized Wannier centers (MLWCs). On
average, the overlap between MLWFs of adjacent molecules is
less than 1% of the norm.25 When using experimental equilibri-
um density, the PBE approximation yields a dipole moment of
water equal to 3.24 ( 0.31 D and 3.09 ( 0.34 D at∼325 K and
∼439 K,26 respectively, and a dipole moment of ice Ih equal to
3.32 D at 273 K.27 The PBE0 approximation yields slightly lower
values (3.09( 0.28 D at∼330 K and 2.94( 0.30 D at∼438 K26).
These all appear to be physically sound figures, indicating that
induction and orientation forces in water and ice should be
described in a reasonable manner by these DFTs.

The description of dispersion forces is muchmore delicate and
implies the ability to account for complex electronic correlation
effects. The contribution of dispersion forces to the binding of
water is expected to be small compared to that of hydrogen
bonding. For example, using the formula C6R

�6 with C6 taken
from the recent estimates of Grimme et al.28 and R equal to the
average second neighbor distance (as from the second peak of the
experimental gOO(R)), and assuming that the largest contribu-
tion to dispersion comes from the second neighbors (about 10
on average in liquid water), one obtains ∼0.01 eV; this interac-
tion energy is∼20 times smaller than the HB energy in the water
dimer (0.24 eV29). Although weak, dispersion forces may
influence the fine details of the potential energy surface of liquid
water and possibly its equilibrium density.

Attempts to include dispersion forces in ab initio simulations
of liquid water fall into two categories: one strategy consists of
adding C6R

�6 dispersion-like terms or dispersion-corrected atom-
centered potentials (DCACP) to the potential energy surface
obtained with semilocal DFTs:30 EDFT�D = EDFT + Edisp.

31,32

Another strategy is based on the use of so-called vdW-DFs2

designed to include, in an approximate manner, correlation effects
responsible for London dispersion forces. We note that vdW-
DFs not only include a partial description of dispersion forces but
also provide different results for induction and orientation terms,
with respect to PBE and PBE0, as well as for hydrogen bonding
and intramolecular covalent bonding. Therefore, a comparison of
results obtained with GGA functionals and with hybrid func-
tionals and those obtained with vdW-DFs does not provide a
direct measure of the importance of dispersion forces in water.
(Unfortunately, much confusion is present in this issue in the
literature.) Schemes adding C6R

�6 and higher terms onto the
energy obtained with GGA functionals could in principle provide
a clearer separation between dispersion and HB contributions to
the binding of liquid water; however, such a distinction ultimately
relies on the choice of a cutoff distance at which a vdW term is
added to the Hamiltonian, and this choice is by no means straight-
forward, especially in molecular dynamics simulations.

Recently, it has been shown33,34 that the use of the empirical
correction proposed by Grimme together with the BLYP functional
(BLYP-D) gives a better agreement with experimental results for
the computed equilibrium density of the liquid (0.992 g/cm3)
and the computed melting temperature (∼360 K instead of
∼400 K) at the experimental equilibrium density. However, the
second peak of the oxygen�oxygen pair correlation function
appears to be washed out,34,35 and the estimated oxygen co-
ordination number is very large (7.1).35 The average number of
HBs is instead reasonable, ∼3.45.35 The use of a DCACP in
conjuction with the BLYP functional gives a better agreement
with experimental results in terms of correlation functions and
4.6, 3.61, and 2.91( 0.28 D for the oxygen coordination number,
average number of HBs, and dipolemoment35 at∼325 K, respec-
tively. The use of self-consistent polarization density functional
theory (SCP-DFT) proposed by Murdachaew et al.36 gives
instead an oxygen�oxygen pair correlation function slightly
more overstructured than that with BLYP and a slightly larger
oxygen coordination number (4.4 vs 4.1). However, harmonic
vibrational frequencies and interaction energies of water clusters
are in better agreement with experimental results than those
obtained with BLYP.

The performance of some vdW-DFs for the structure and
density of liquid water was recently addressed by Wang et al.,37

using localized basis sets and the SIESTA code. The use of the
vdW-DF originally proposed by Dion et al.2 with the choice of
the PBE exchange fucntionals appears to give a softening of the
liquid structure with respect to PBE and to experimental results,
and a significant improvement on the equilibrium density and
diffusivity of the liquid at room temperature (1.13 g/cm3 and
0.208 Å2/ps to be compared with experimental values 1.11 g/cm3

and 0.18 Å2/ps of heavy water). However, if the revPBE exchange is
adopted in the definition of vdW-DF, in ref 37, a collapse of the
second coordination shell of the liquid is observed.

In this paper, we present an assessment of the performance of
several vdW-DFs recently proposed in the literature to describe
liquid water at the experimental equilibrium density using pseudo-
potentials and plane wave basis sets. We show that the vdW-DF
recently proposed by Klime�s et al.4 gives results in better
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agreement with experimental results for the structural properties
of water than the vdW-DFs originally proposed by Lee et al.38

andWang et al.37 and of basically the same quality for the vibrational
properties. Hereafter, we refer to the functional introduced in
ref 4 as optB88; all functionals are defined in detail in the fol-
lowing section. The quality of the agreement with experimental
results for optB88 is superior to the one obtained with PBE;
however, it is slightly inferior to that obtained with PBE0 for the
vibrational properties. This indicates that the optB88 functional
may provide a promising framework to study water solvation
properties of ions and water in contact with surfaces when large
supercells are required.

The rest of the paper is organized as follows: in section 2, we
describe our theoretical and computational frameworks, and in
section 3, we present our results for the water molecule, dimer, and
liquid water. Our summary and conclusions are given in section 4.

2. METHODS

We performed calculations of the structural and vibrational
properties of the water molecule and dimer and first principles
molecular dynamics (MD) simulations of 32 heavy water mol-
ecules at a fixed density of 1.108 g/cm3 using the Qbox code.39

We compared the results obtainedwith semilocal (PBE) and hybrid
(PBE0) functionals with those of four different vdW-DFs, which
we denote by the following acronyms: DRSLL,2 DRSLLPBE,37

LMKLL,38 and optB88;4 these are defined in detail below. In
vdW-DFs, the exchange correlation energy is defined as

Exc ¼ EGGAx þ ELDAc þ Enlc ð1Þ
where Ex

GGA is the exchange energy as defined for GGA func-
tionals, Ec

LDA is the local correlation energy obtained within the
local density approximation (LDA), and Ec

nl is the nonlocal
correlation energy, expressed as

Enlc ¼ 1
2

Z
d3 rB

Z
d3 rB

0 nð rBÞ ϕð rB, rB0Þ nð rB0Þ ð2Þ

The kernel ϕ is a universal function2 which depends on rB and rB
0

through the variables d = |rB� rB
0|q0(rB) and d0 = |rB� rB

0|q0(rB
0),

and it must be evaluated numerically. q0(rB) is the central quantity
of vdW-DFs; it is a function of the density and the density
gradient, given by

q0ð rBÞ ¼ kFð rBÞ
ε0xcð rBÞ
εLDAx ð rBÞ

ð3Þ

In eq 3, kF(rB) = [3π2n(rB)]
1/3 is the local Fermi wave vector and

ε0xcð rBÞ≈εLDAxc ð rBÞ � εLDAx ð rBÞ
Zab

9
∇nð rBÞ

2kFð rBÞnð rBÞ

 !2
2
4

3
5

ð4Þ
The four vdW-DFs used here differ by the choice of Ex

GGA in eq 1
and by the screening factor Zab in eq 4. Three of the functionals
adopted here contain the same Ec

nl as originally proposed in ref 2,
except for LMKLL, where the screening factor Zab is changed
from �0.8491 to �1.887. The Ex

GGA is different in each func-
tional. In the original vdW-DF (DRSLL) proposed in refs 2 and
40, Ex

GGA is computed with the revPBE41 exchange functional.
The recently proposed functionals DRSLLPBE and LMKLL
replace the revPBE exchange functional with the PBE and

PW8642,43 exchange, respectively. In the optB88 functional, an
alternative optimized exchange functional B8816 is proposed; the
exchange enhancement factor of the B88 functional originally
proposed by Becke16 is

FB88x ðsÞ ¼ 1 þ μs2=ð1 þ βs arcsinhðcsÞÞ ð5Þ
where c = 24/3(3π2)1/3, μ = 0.2743, and β = 9 μ(6/π)1/3/2c.
Klime�s et al.4 suggested to modify the ratio μ/β so as to optimize
the binding energies of the molecules belonging to the S22 data
set, as obtained using CCSD(T) calculations. Such an optimal
ratio turns out to be μ/β = 1.2 with μ = 0.22, yielding∼10 meV
mean absolute deviation for the interaction energies of the S22
data set. The calculation of the nonlocal correlation functional in
the Qbox code was carried out by transforming the costly double
integral of the kernel function ϕ into an efficient direct sum of
Fourier coefficients as proposed in ref 44. Additional details of
the implementation, including an efficient handling of the diver-
gence of ϕ at the origin, will be given elsewhere.

We used plane wave basis sets and norm-conserving pseudo-
potentials (of the HSCV type45,46) with a kinetic energy cutoff of
85 Ry. Simulations were carried out with a time step of 10 au
(0.24 fs) in the NVE ensemble, within the Born�Oppenheimer
approximation, and trajectories were collected for 20 ps for each
run. The electronic contributions to the molecular dipole mo-
ment were computed using MLWFs, evaluated at each MD step
with the algorithm proposed in ref 47. The IR absorption
coefficient per unit length was obtained within linear response
theory from the Fourier transform of the time correlation
function of the system’s dipole moment:48

αðωÞ ¼ 2πω2β

3cVnðωÞ
Z ∞

�∞
dt e�iωtÆ∑

ij
μ~ið0Þ 3 μ~jðtÞæ ð6Þ

where n(ω) is the refractive index, V is the volume, β = 1/kBT is
the inverse temperature, and μBi is the molecular dipole moment.
In the next section, we discuss the performance of the vdW-DFs
defined above for liquid water, after a brief discussion of the
results obtained for the isolated water molecule and the dimer.

Table 1. Selelcted Properties of the Water Molecule, As
Computed with Different Density Functionalsa

ν1 ν2 ν3 rOH —HOH μ

PBE 3692 1592 3801 0.972 104.3 1.811

PBE0 3834 1638 3946 0.961 104.8 1.861

DRSLL 3663 1618 3769 0.971 104.5 1.801

DRSLLPBE 3661 1608 3767 0.972 104.5 1.807

LMKLL 3636 1623 3741 0.971 104.8 1.800

optB88 3663 1604 3770 0.973 104.4 1.813

PBEPBEb 3702 1601 3804 0.971 104.1 1.813

PBE1PBEb 3862 1643 3965 0.959 104.8 1.862

Expt. 3832c 1648c 3943c 0.95751 104.551 1.85519

a ν denotes vibrational frequencies in cm�1. ν1 is the symmetric stretching.
ν2 is the bending, and ν3 is the asymmetric stretching frequency. rOH,
—HOH, and μ are the bond length in Å, bond angle in degrees, and
molecular dipole moment in Debye, respectively. Calculations were
carried out in a cubic cell with L = 30 Bohr and a kinetic energy cutoff of
100 Ry. The converged value of the dipole moment was obtained by
linear extrapolation of results obtained with cells of L = 30, 40, 50, 60,
and 70 Bohr, as a function of 1/L. bAll electron calculations.49 c Experi-
mental harmonic frequencies.51
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3. RESULTS AND DISCUSSION

3.1. Water Molecule and Water Dimer. Table 1 shows the
results obtained for the structural and vibrational properties of
the isolated water molecule with different functionals. PBE0 is
superior to all other functionals and yields the best results for the
molecule, as compared to experimental results. In particular,
the average error in vibrational frequencies is 0.3%, smaller than the
one obtained with PBE (3.6%) and the vdW-DFs (g3.5%); the
PBE0 dipole moment is in excellent agreement with experimen-
tal result while all other functionals underestimate it by at least
2.3%. The bending mode of the molecule is reproduced slightly
better by the vdW-DFs than by PBE, while the opposite is true for
the stretching modes. The results with the PBE and PBE0 func-
tionals obtained here for the water molecule are in excellent
agreement with those reported by Xu et al.,49 who carried out
calculations with highly accurate Gaussian basis sets. Table 2 shows
the intramolecular vibrational frequencies of the dimer. We find
the same trend when the functional is changed as that of the
isolated molecule, except for the symmetric stretching mode of
the donor that is reproduced better by vdW-DFs.
Figure 1a and b show the binding curves of a hydrogen-bonded

dimer (HBD) and a non-hydrogen bonded dimer (NHBD),

respectively. For the hydrogen bonded one, we used the same
dimer geometry as the one optimized in quantum chemistry
(QC) calculations at the CCSD(T) level;50 the non-hydrogen-
bonded configuration was extracted from a liquid water simula-
tion, and it is representative of oxygen�oxygen distances close to
the first minimum of the gOO(r). PBE, optB88, and LMKLL func-
tionals all give a binding energy and a binding curve of the HBD
in good agreement with that of CCSD(T), while DRSLL and
DRSLLPBE yield an underestimate and overestimate of the
binding, respectively. Non-hydrogen-bonded configurations
appear to be much more favored by DRSLL, with respect to
hydrogen-bonded ones, than by all other functionals. PBE and
optB88 functional calculations best reproduce CCSD(T) results
for the NHBD, although the repulsive part of the curve is slightly
stiffer than that of the CCSD(T) curve.
3.2. Liquid Water. Several properties of liquid water obtained

with the various functionals described in section 3.2 are summar-
ized in Table 3. Oxygen�oxygen pair correlation functions are
given in Figure 2a and b, respectively, where it is seen that the
best agreement with experimental results is obtained with the
optB88 functional, in simulations at =326 K, although the dif-
ferences in performance with respect to DRSLLPBE appear to be
minor. In particular, although the first maximum is at a distance

Table 2. Vibrational Frequencies of the Water Dimer (H2O)2
a

ν1 ν2 ν3 ν4 ν5 ν6 dOO rOH
D —O 3 3 3OH

PBE 3686 1591 3792 3526 1610 3769 2.895 0.982 6.2

PBE0 3838 1658 3946 3707 1637 3925 2.886 0.970 5.4

DRSLL 3662 1631 3764 3589 1616 3744 3.022 0.976 5.6

DRSLLPBE 3656 1606 3757 3546 1622 3736 2.924 0.980 6.6

LMKLL 3634 1619 3735 3543 1635 3712 2.967 0.978 5.9

optB88 3638 1601 3760 3529 1619 3737 2.909 0.982 5.8

PBEPBEb 3695 1600 3795 3536 1621 3773 2.899 0.981 6.3

PBE1PBEb 3853 1644 3952 3720 1665 3935 2.896 0.968 5.9

Expt. 3797c 1653c 3899c 3718c 1669c 3881c 2.97652 - 6( 2052

a ν denotes vibrational frequencies in cm�1. ν1 is the symmetric stretching of the acceptor. ν2 is the bending of the acceptor. ν3 is the asymmetric
stretching of the acceptor. ν4 is the symmetric stretching of the donor. ν5 is the bending of the donor, and ν6 is the asymmetric stretching of the donor.
dOO is the oxygen�oxygen distance in Å. rOH

D (Å) is the OH bond length of the donor. —O 3 3 3OH (degree) is the angle between the oxygen�oxygen
distance and the OH bond of the donor. Calculations were carried out in a cubic cell with L = 60 Bohr and a kinetic energy cutoff 100 Ry. bAll electron
calculations.49 c Experimental harmonic frequencies.53

Figure 1. Interaction energy of the water dimer as a function of the separation of the water molecule center of mass, calculated with the DRSLL (gray),
DRSLLPBE (blue), LMKLL (green), optB88 (red), and PBE functionals (orange). (a) Hydrogen-bonded configuration. TheCCSD(T) curve54 is showed by
the black line. (b)Non-hydrogen-bonded configuration. TheCCSD(T) curve, shown in black, is extrapolated to the complete basis set limit following the same
procedure described in ref 55. All plane-wave calculations were carried out in a cubic cell with L = 60 Bohr and a kinetic energy cutoff of 100 Ry.
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about 0.1 Å larger than in the experimental results, the position of
the first minimum and the secondmaximum are in reasonably good
agreement with those of the measured gOO(r) at 298 K. The

LMKLL functional gives instead the worst oxygen�oxygen pair
correlation function when compared to experimental results and
an unphysically large number of HBs (>5) above the experi-
mental melting temperature (g276 K); however the number of
HBs is decreased to 4.57, if the temperature is lowered to ∼237
K. A comparison of oxygen�oxygen pair correlation functions
obtained with LMKLL and optB88 at different temperatures
indicates that different vdW-DFs may have rather different
computed melting temperatures (see Figures 1 and 2 in the
Supporting Information). Our results for the diffusion coefficient
are not fully converged given the MD cell sizes used here.
However, they clearly indicate that the optB88 functional at
326K has a self-diffusion constant inmuch better agreement with
experimental results than that of simulations performed with the
PBE functional at a similar temperature.
Results for the structural properties of water with theDRSLLPBE

functional have also been reported in ref 37. The agreement
between those results and ours is only fair, as shown in Figure 3
for the gOO(r). We expect these differences to originate from the
use of different basis sets. We note that the accuracy of plane
wave basis sets can be easily checked by varying just one
parameter, as was done in the case of one of our simulations
(see Table 3), where it is shown that results with 85 and 200 Ry
are identical, within error bars (see Figure 1 in the Supporting

Table 3. Properties of Liquid Water Computed with Several van der Waals Functionals and Semilocal and Hybrid Functionalsa

T (K) μ (D) NHbonds rmax (Å) gOO(rmax) rmin (Å) gOO(rmin) NCoord.

DRSLLPBE 295( 20 2.93( 0.25 3.56( 0.8 2.80 2.77 3.34 0.71 4.34

LMKLL 291( 20 2.83( 0.23 3.42( 0.8 2.84 2.54 3.56 0.94 5.53

LMKLL200 276( 18 2.82( 0.24 3.43( 0.8 2.87 2.65 3.52 0.91 5.30

LMKLL 237( 16 2.89( 0.23 3.62( 0.7 2.86 2.98 3.38 0.80 4.57

optB88 282( 19 3.10( 0.28 3.75( 0.6 2.76 3.37 3.34 0.50 4.24

optB88 326( 24 3.00( 0.29 3.54( 0.8 2.78 2.83 3.33 0.73 4.30

PBE 297( 20 3.27 ( 0.31 3.84( 0.5 2.71 3.67 3.24 0.28 3.98

PBE0 330( 24 3.09 ( 0.28 3.70( 0.7 2.68 3.01 3.31 0.58 4.37
aAll results have been obtained with a kinetic energy cutoff of 85 Ry, except for LMKLL200, for which 200 Ry was used. T, μ andNHbonds are the average
temperature, average molecular dipole moment, and average number of hydrogen bonds, respectively. rmax and gOO(rmax) are the position and height of
the first maximum in gOO(r). rmin and gOO(rmin) are the position and height of the first minimum in gOO(r).NCoord. is the oxygen coordination number.
Hydrogen bonds are defined by a geometrical criterion: dOO < 3.35 Å and —O 3 3 3OH < 30�.

Figure 2. (a) Comparison of the oxygen�oxygen pair correlation functions calculated with vdW-DFs: DRSLLPBE at 295 ( 20 K (blue), LMKLL at
291 ( 20 K (green), and optB88 at 326 ( 24 K (red). (b) Comparison of the oxygen�oxygen pair correlation functions obtained with the PBE
functional at 297( 20 K (orange) and the PBE0 functional at 330( 24 K (magenta). The experimental result56 at room temperature is displayed by the
black line in both a and b.

Figure 3. Comparison of the oxygen�oxygen pair correlation functions
calculated with the DRSLLPBE functional in this work (blue), in ref 37
(red), and the experimental results of ref 56 (solid black), ref 57 (dashed
black), and ref 58 (dotted black).
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Information). We have also checked our results against those of
accurate Gaussian calculations for the monomer and dimer (see
section 3.1) and found excellent agreement. Such a comparison
for the geometry and frequencies of the isolated H2O and
(H2O)2 molecules computed with the basis sets of the SIESTA
code is not available.
The IR spectra obtained with vdW-DFs appear to be superior

to the spectrum computed at the PBE level and slightly superior
to that computed within PBE0 for the stretching band (see
Figure 4a and b). We note that the bending band is in the right
position only in the PBE0 simulation. The average dipole moment
in the liquid is similar when using optB88 and PBE0 (see Figure 5a),
while it turns out to be sizably smaller with DRSLLPBE and
LMKLL. Likewise, the distributions of MLWCs are very similar
when using optB88 and the hybrid functional (see Figure 5b).
We have also computed the electronic band gaps of the liquid

with the different functionals. The ones computed with PBE
and the vdW-DFs (obtained as an average over 22 configurations

over 20 ps) are about the same (=4.05�4.35 ( 0.176 eV),
whereas the one obtained with PBE0 is much larger (=7.08 (
0.189 eV). Although these are to be taken only as indicative
values, as the cells used here are rather small and only the Γ point
has been used to sample the Brillouin zone, the trend as a func-
tion of the chosen functional is significant. In particular, these
results indicate that the effective polarizability of the molecule in
the fluid is equally overestimated by PBE and the vdW-DFs,
while much less so by PBE0. This is consistent with the values
obtained for the polarizability of the isolated molecule within
PBE and PBE0, 1.542 and 1.412, respectively, as compared to the
experimental result of 1.427.49

4. CONCLUSIONS

The first principles description of the properties of liquid
water is an ongoing challenge, originating from the presence of
several different bonding configurations which are not equally

Figure 4. (a) Calculated IR spectra of liquid D2O with vdW-DFs: DRSLLPBE at 295 ( 20 K (blue), LMKLL at 291 ( 20 K (green), and optB88 at
326 ( 24 K (red). (b) Calculated IR spectra of liquid D2O with the PBE functional at 297 ( 20 K (orange) and the PBE0 functional at 330 ( 24 K
(magenta). The experimental result59 at room temperature is displayed by the black line in both a and b.

Figure 5. (a) Distributions of molecular dipole moments calculated with vdW-DFs: DRSLLPBE at 295( 20 K (blue), LMKLL at 291( 20 K (green),
and optB88 at 326( 24 K (red; upper panel) and with the PBE functional at 297( 20 K (orange) and the PBE0 functional at 330( 24 K (magenta;
lower panel). (b) Distributions of distances between oxygen andmaximally localizedWannier centers (MLWCs) calculated with vdW-DFs: DRSLLPBE
at 295( 20 K (blue), LMKLL at 291( 20 K (green), and optB88 at 326( 24 K (red; upper panel) and with the PBE functional at 297( 20 K (orange)
and the PBE0 functional at 330 ( 24 K (magenta; lower panel).
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well described by any of the known functionals. Accounting for
the properties of the liquid encompasses describingwith comparable
accuracy intramolecular covalent/ionic bonds, intermolecular
hydrogen bonds, and vdW interactions. In addition, intermole-
cular interactions include forces between nonbonded first neigh-
bor molecules: these are unique bonding configurations (e.g., not
present in ice at ambient conditions), with small but most likely
non-negligible electronic overlap between molecular charge densi-
ties. It is clearly a formidable task to account for all of these
different bonding configurations with the same level of accuracy;
for example, even those functionals providing a good description
of intramolecular forces and of hydrogen bonds may still fail in
giving the right energy differences between hydrogen-bonded
and non-hydrogen-bonded first neighbor molecules. Therefore,
cancellation of errors between different configurations explored
by the liquid is much more difficult to achieve in water than in a
simpler system, where similar bonds are explored during time
evolution. Thus, an accurate description of even the simplest pro-
perties of water, e.g., structure and diffusivity, remains elusive.

In this work, we have shown that onemay find vdW-DFs of the
form originally proposed by Dion et al., with appropriately chosen
parameters for the local exchange, that give a description of the
structural and vibrational properties of the liquid superior to that
of the semilocal functional PBE. These findings indicate that the
functional form for the correlation energy suggested in ref 2 is
physically sound to describe water. However, our results cannot
provide a direct measure of the importance of dispersion forces
in liquid water. As mentioned in the Introduction, vdW-DFs do
not only include an approximate description of dispersion forces
(contrary to semilocal functionals that do not include any nonlocal
correlations) but also give different descriptions of intramolecu-
lar and hydrogen bonds, and of the induction and orientation
contributions to vdW energies, with respect to PBE.

In particular, we have shown that the optB88 functional yields
the best agreement with experimental results for structure and
vibrations and a liquid which displays a hydrogen-bonded net-
work less tightly bound than so-called PBE water at the measured
equilibrium density. The optB88 vdW-DF has the same form of
the nonlocal correlation energy as that proposed by Dion et al.;
however, the revPBE functional used in ref 2 has been substituted
by the B88 exchange, reparametrized to fit the binding energies of
the S22 data set, as computed with CCSD(T). Similar to the local
density approximation (LDA) of DFT, where a functional form
of the local correlation was chosen and fitted to the results of a
highly accurate calculation (quantum Monte Carlo (QMC)) for
the electron gas, the optB88 functional is derived by fitting a given
functional form to highly accurate QC calculations (CCSD(T)) for
molecules. It is reasonable to expect that even more accurate
functionals may be derived, based on Dion et al.’s functional
form, if high level calculations (either QC or QMC) become
available for an ensemble of relevant systems.

The results obtained here with the optB88 functional are close
to those obtained by replacing the revPBE exchange in Dion
et al.’s functional with the PBE exchange. Our findings with the
latter functional differ from those reported in ref 37, most likely
because of the use of different basis sets. Our plane wave basis has
been extensively tested for the liquid, by comparing results
obtained with two different energy cutoffs, as well as for the
isolated molecule and dimer, by comparing with the results of
highly accurate Gaussian basis set calculations.

Although the optB88 and DRSLLPBE functionals yield satis-
factory results for liquid water at around room temperature, their

performance with respect to the hybrid functional PBE0 depends
on the properties: oxygen�oxygen pair correlation fuctions are
less overstructured than with PBE0, but the position of the max-
imum is slightly larger than in the experiment. The IR stretching
bands are moderately improved, but the bending bands are
inferior to that obtained with PBE0. In addition, these functionals
perform worse than PBE0 for the molecule and dimer. However,
the computational cost of vdW-DFs is much less than that of
hybrid functionals, and therefore they are a sensible alternative to
calculations implying the evaluation of the Fock operator, in
cases when large systems are required.
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ABSTRACT: Molecular dynamics computer simulation methods are very important for understanding mechanisms of chemical,
physical, and biological processes. The reliability of molecular dynamics simulations strongly depends on the integration schemes
used in the simulations. In this work, we developed new rigid body integration schemes for molecular dynamics simulations. Our
approach is based on a numerically exact solution to the free rigid body problem, which is used in the classical propagator splitting
scheme. We use the Taylor series expansion of rotational dynamical variables in conjunction with the recursive solution for higher
order derivatives of these variables. Such an approach is computationally very efficient, robust, and easy to implement, and it does
not employ Jacobi elliptic functions, while still providing the numerically exact solution of the free rigid body problem. Our studies
showed that the new integration methods have long-time stability and accuracy properties which are comparable to those of existing
symplectic integrators. The extension to the case of a canonical ensemble is also developed, allowing one to perform simulations at
constant temperatures.

1. INTRODUCTION

Molecular dynamics (MD) methods are popular theoretical
tools for studying systems of various kinds, ranging from
proteins,1�4 membranes,5�7 and ion channels8,9 to self-assembled
monolayers,10�13 interfacial systems,14�17 crystalline objects,18,19

and biological20 and artificial21�23 nanomachines. They rely on
the classical mechanical description of the system temporal evo-
lution as well as on the all-atomic description of the inter- and
intramolecular potentials. This however implies that many inter-
actions should be computed explicitly at every step of the MD
algorithm. On the other hand, many degrees of freedom of the
molecular complex under consideration might not be important
for its dynamics and other properties. Therefore, in order to
avoid unnecessary expensive calculations, one may combine sev-
eral atoms in rigid fragments and describe the motion of such
fragments in contrast to the motion of all individual atoms. Such
an approach is known as rigid body molecular dynamics
(RBMD). Thus, RBMD neglects some internal degrees of free-
dom while significantly accelerating calculations of dynamics
properties of involved molecules.

In the RBMD method, the motion of rigid bodies comprising
the systems is computed explicitly, including both translational
and rotational (orientation) degrees of freedom. The evolution
of the translational variables (position of the central of mass and
the translational momentum) is usually calculated in the same
way as in the all-atomic MD method using Verlet-like schemes.
The most challenging part of the computation of dynamics of
the rigid bodies is related to a solution for rotational variables
(e.g., angular momentum and the attitude matrix).

Several RBMD methods have been developed recently.24�34

Most of them were constructed in such a way that they have
important geometric properties of corresponding evolution
operations (mapping), such as symplecticity, time reversibility,
or both. The properties mentioned are usually the consequence

of the propagator construction, based on Trotter decomposition35,36

of the corresponding Liouville operator. It should be noted that
although such a scheme always generates the time reversible
mapping, it is not necessary that the mapping always be symplectic.

Using the Trotter decomposition technique, the rigid body
dynamics problem is usually decomposed into two parts—the
torque-free (or just free) rigid body (FRB) problem and the rest
of problem, which includes the effect of forces and torques. The
solution of the latter part is usually the same for most of the
methods. The diversity of RBMD methods is due to various
approaches to solve the FRB problem. This may be achieved by
five rotations,24 four rotations and the Rodrigues formula,25,30

rotations in quaternion space,25,28 as well as use of the fact that
this problem is analytically solvable in terms of Jacobi elliptic
functions.26,27,33,34 It should be noted that there are some other
techniques31 that do not split the FRB problem from the part
which includes the effect of the forces and torques.

The analytic solution of the FRB problem, utilizing the Jacobi
elliptic functions, is obviously one which should be chosen due to
its exact nature. However, its implementation is quite elaborate
because of the necessity to consider many special cases, which
may arise from one or another set of initial conditions and
properties of the inertia tensors of the rigid bodies. Moreover,
although there are various libraries which implement the Jacobi
elliptic functions and integrals, they may introduce some code
dependencies, which are not always desirable. In addition, use of
such functions may require extra calculations to be preformed.
On the contrary, although approximate, the methods based on
five or four rotations are more easy to implement and more
robust to the choice of initial conditions of properties of the rigid
bodies as well as cheaper to calculate.

Received: May 17, 2011
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Here, we report the robust and easy-to-implement method for
solving the FRB problem with machine precision. It relies only
on recursive relations defined by Euler equations and does not
employ any special functions. This might be advantageous in
many situations. It is important to note that our methodmight be
considered simultaneously both symplectic and time-reversible.
The time reversibility immediately follows from the propagator
construction. Although the symplecticity does not follow from
the method structure, it is a consequence of the exact nature of
the solution (if properly converged).

We also extend our method as well as some of those reported
recently for the case of theNVT ensemble by combining themwith
Nose�Poincare thermostat.37�39 Finally, the case study of a water
cluster is used to evaluate and compare different integrators.

2. METHOD

2.1. NVE Ensemble. One of the outstanding methods for
developing the rigid body molecular dynamics integrators is a
symplectic splitting technique.40�43 It leads to time-reversible
and symplectic (usually, but not always) integrators, which are
necessary for performing long-time simulations. Furthermore,
one of the common splitting ways is to divide the full Hamilto-
nian (H) of the system of interest into a Hamiltonian of the free
rigid body (h1) and an additional Hamiltonian of interactions
(h2):

H ¼ h1 þ h2

h1 ¼ Tð pBN , lB
NÞ

h2 ¼ ϕð rBN ,ANÞ
ð1Þ

where T(pB
N,lBb,N) is a kinetic energy term that depends on

momenta of the rigid body centers of mass pB
N � {pBi},i ∈

1�N, and the angular moment of the rigid bodies lBN � {lBi},i ∈
1�N, and ϕ(rB

N,AN) is a potential energy term that depends on
the positions of the rigid body centers of mass rB

N � {rBi}, i ∈
1�N, and the orientations (attitude matrices) of the rigid bodies
AN � {Ai}, i ∈ 1�N.
Then, the full evolution operator can be factorized:

eiLdt = eiL2(dt)/2eiL1dteiL2(dt)/2 + O(dt3), where

iL : H f iL
iL ¼ iL1 þ iL2
iL ¼ f 3 ,Hg, iL1 ¼ f 3 , h1g, iL2 ¼ f 3 , h2g

ð2Þ

are the Liouville operators for corresponding Hamiltonians and
{ 3 ,H} denotes the Poisson bracket generated byHamiltonianH.
In other words, it is possible to split the torqued rigid body

problem into the free rigid body problem (FRB) and a perturba-
tion term24 (Figure 1).

The equations in Figure 1 can be solved separately. As one can
see, the equations (Figure 1a) are the FRB problem, which can be
solved in different ways. Existing methods to solve the FRB
problem have been discussed in the Introduction. The symplectic
splitting scheme of van Zon26 is especially interesting, because it
essentially provides the exact solution to this problem. However,
for the correct functioning, many special cases must be treated
carefully, including permutations of the axes to satisfy certain
conditions. Moreover, the method relies on the set of special
functions, which might be expensive to calculate, and it might
lead to the additional source of rounding errors.
Another possible solution to the FRB problem is to use the

Taylor expansion of both angular momentum {lBi}, i ∈ 1�N, and
direction vectors {uBi}, i ∈ 1�N (which specify the rigid body
orientation) in the evolution time:

lBα ðt þ dtÞ ¼ ∑
N

n¼ 0

lBα
ðnÞðtÞ
n!

dtn þ OðdtN þ 1Þ,α ∈ x, y, z

uBαðt þ dtÞ ¼ ∑
N

n¼ 0

uB
ðnÞ
α ðtÞ
n!

dtn þ OðdtN þ 1Þ,α ∈ x, y, z

lB
ðnÞ
α � dn lBα

dtn
, uB

ðnÞ
α � dn uBα

dtn
,α ∈ x, y, z ð3Þ

Here, we use the fact that the attitude matrix is essentially a set
of three orthogonal direction vectors:
AIfe = (uB1 uB2 uB3). Then, the evolution of each of these vectors

might be directly obtained using the rigid-body Poisson
bracket:44

fF,Gg ¼ � lB 3 ð∇ lBF � ∇ lBGÞ
� uB 3 ð∇ lBF � ∇ uB

G�∇ lBG� ∇ uB
FÞ ð4Þ

which explicitly can be written as

_u! ¼ f uB,H1g ¼ uB 3 ð∇ lBH1 � ∇ uB
uBÞ S

_u! ¼
0 ωz �ωy

�ωz 0 ωx

ωy �ωx 0

0
BB@

1
CCA uB ð5aÞ

_
l
! ¼ f lB,H1g ¼ � lB 3 ð∇ lB lB� ∇ lBH1Þ S

_lx
_ly
_lz

0
BB@

1
CCA

¼
αlylz
βlxlz
γlxly

0
BB@

1
CCA ð5bÞ

where

ωx

ωy

ωz

0
BB@

1
CCA ¼

Alx
Bly
Clz

0
BB@

1
CCA and α ¼ C� B, β ¼ A� C, γ ¼ B� A

ð6Þ
Equation 5a corresponds to the equation of Figure 1a for the

attitude matrix, while eq 5b is nothing else but the Euler equation
for the free rigid body.

Figure 1. Equations of motion generated by sub-Hamiltonians (a) h1
and (b) h2.
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In order to use eqs 3, one must calculate the corresponding
derivatives of the angular momenta as well as those for direction
vectors up to the desired expansion order. This may easily be
done employing the special structure of the equations of motion,
which for convenience may be written as

_lx ¼ αlylz
_ly ¼ βlxlz
_lz ¼ γlxly
_ux ¼ Clzuy � Blyuz
_uy ¼ � Clzux þ Alxuz
_uz ¼ Blyux � Alxuy

ð7Þ

Using the Leibniz rule, we can see that each n-th derivative of
each variable (lB, uB1,uB2, uB3) may then be expressed via derivatives
of other variables up to the order of (n � 1):

ðlxÞðnÞ ¼ ð_lxÞðn � 1Þ ¼ α ∑
n � 1

i¼ 0
Ci
n � 1ðlyÞðiÞðlzÞðn � 1 � iÞ

ðlyÞðnÞ ¼ ð_lyÞðn � 1Þ ¼ β ∑
n � 1

i¼ 0
Ci
n � 1ðlxÞðiÞðlzÞðn � 1 � iÞ

ðlzÞðnÞ ¼ ð_lzÞðn � 1Þ ¼ γ ∑
n � 1

i¼ 0
Ci
n � 1ðlxÞðiÞðlyÞðn � 1 � iÞ

ðuxÞðnÞ ¼ ð _uxÞðn � 1Þ ¼ ∑
n � 1

i¼ 0
Ci
n � 1ðCðlzÞðiÞðuyÞðn � 1 � iÞ

� BðlyÞðiÞðuzÞðn � 1 � iÞÞ

ðuyÞðnÞ ¼ ð _uyÞðn � 1Þ ¼ ∑
n � 1

i¼ 0
Ci
n � 1ð�CðlzÞðiÞðuxÞðn � 1 � iÞ

þ AðlxÞðiÞðuzÞðn � 1 � iÞÞ

ðuzÞðnÞ ¼ ð _uzÞðn � 1Þ ¼ ∑
n � 1

i¼ 0
Ci
n � 1ðBðlyÞðiÞðuxÞðn � 1 � iÞ

� AðlxÞðiÞðuyÞðn � 1 � iÞÞ ð8Þ
where Cn

i = n!/(i!(n � i)!) are the binomial coefficients.
The first derivatives of all variables are calculated using the

initial values of the variables themselves, as defined by eqs 7.
Second derivatives may then be calculated using the first
derivatives as well as the initial values of variables and so on up
to the required order. The calculated derivatives then may be
plugged into eqs 3 to propagate variables. The length of expan-
sion may be chosen such that the last terms will be comparable to
machine precision, which will result in a numerically exact
solution of the FRB problem.We refer to the algorithm described
above as Terec (TEylor RECursive, phonetically).
The evolution of the orientation of the rigid body may also be

described in terms of unit quaternions. In that case, the second
part of eqs 7 will read

_q0 ¼ 1
2
ð�Alxq1 � Blyq2 � Clzq3Þ

_q1 ¼ 1
2
ðAlxq0 � Blyq3 þ Clzq2Þ

_q2 ¼ 1
2
ðAlxq3 þ Blyq0 � Clzq1Þ

_q3 ¼ 1
2
ð�Alxq2 þ Blyq1 þ Clzq0Þ

ð9Þ

Similarly to direction vector eqs 8, the recursive equations for
unit quaternion will read

ðq0ÞðnÞ ¼ ð _q0Þðn � 1Þ ¼ 1
2 ∑
n � 1

i¼ 0
Ci
n � 1ð�AðlxÞðiÞðq1Þðn � 1 � iÞ

� BðlyÞðiÞðq2Þðn � 1 � iÞ � CðlzÞðiÞðq3Þðn � 1 � iÞÞ

ðq1ÞðnÞ ¼ ð _q1Þðn � 1Þ ¼ 1
2 ∑
n � 1

i¼ 0
Ci
n � 1ðAðlxÞðiÞðq0Þðn � 1 � iÞ

� BðlyÞðiÞðq3Þðn � 1 � iÞ þ CðlzÞðiÞðq2Þðn � 1 � iÞÞ

ðq2ÞðnÞ ¼ ð _q2Þðn � 1Þ ¼ 1
2 ∑
n � 1

i¼ 0
Ci
n � 1ðAðlxÞðiÞðq3Þðn � 1 � iÞ

þ BðlyÞðiÞðq0Þðn � 1 � iÞ � CðlzÞðiÞðq1Þðn � 1 � iÞÞ

ðq3ÞðnÞ ¼ ð _q3Þðn � 1Þ ¼ 1
2 ∑
n � 1

i¼ 0
Ci
n � 1ð�AðlxÞðiÞðq2Þðn � 1 � iÞ

þ BðlyÞðiÞðq1Þðn � 1 � iÞ þ CðlzÞðiÞðq0Þðn � 1 � iÞÞ
ð10Þ

while the recursive relation for angular momentum will be the
same as in eq 8. This version we call qTerec (quaternion
Terec).
To facilitate the calculations described in MD simulations, the

binomial coefficients up to a required degree may be precom-
puted once and for all. Also, if the length of the expansion is not
long enough, the length of the direction vectors as well as that of
the quaternion may change. Thus, we use the renormalization of
the unit vectors (quaternion) to cure such a possible problem. It
should be noted that although the renormalization of direction
vectors will not solve the possible loss of the orthogonality, in the
quaternion approach, this is not a problem. However, in our
simulations, we have found that possible error in the orthogon-
ality of vectors has practically no effect on dynamics and its
stability and accuracy.
2.2. NVT Ensemble.All tested integration schemes (except for

Omelyan31) can be coupled to a Nose�Poincare thermostat in a
straightforward way. The algorithm of Omelyan31 due to its
leapfrog structure is less suitable for this purpose.
The Nose�Poincare thermostat is introduced via an extended

system Hamiltonian called the Nose�Poincare Hamiltonian:37

HNP ¼ s ∑
N

i¼ 1

p02i
2mis2

 !
þ ∑

N

i¼ 1

1
2s2

lB
0T
i I

�1
i lB0

i

� �"

þ ϕð rBN ,ANÞ þ p2s
2Q

þ gkBT lnðsÞ �H0

�
ð11Þ

where the primed letters denote the virtual variables and non-
primed are real variables

H0 ¼ Hð0Þ,H

¼ ∑
N

i¼ 1

p02i
2mis2

 !
þ ∑

N

i¼ 1

1
2s2

lB
0T
i I

�1
i lB0

i

� �

þ ϕð rBN ,ANÞ þ p2s
2Q

þ gkBT lnðsÞ ð12Þ

g is number of degrees of freedom, and kB is Boltzmann
constant.
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The Hamiltonian (eq 11) may then be decomposed onto
several sub-Hamiltonians:

HNP ¼ H0 þ H1 þ H2 þ H3

H0 ¼ s ∑
N

i¼ 1

p02i
2mis2

þ gkBT lnðsÞ �H0

 !

H1 ¼ s ∑
N

i¼ 1

Ai lB
02
x, i

2s2
þ Bi lB

02
y, i

2s2
þ Ci lB

02
z, i

2s2

0
B@

1
CA

H2 ¼ sϕð rBN ,ANÞ
H3 ¼ s

p2s
2Q

ð13Þ

Every sub-Hamiltonian gives rise to its own evolution opera-
tor:
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Finally, the full propagator (evolution operator) may be
represented as

eDdt ¼ eD3dt=2eD2dt=2eD0dteD1dteD2dt=2eD3dt=2 þ Oðdt3Þ
eD1dt ¼ eD11dt=2e~DdteD11dt=2 þ Oðdt3Þ

ð15Þ
thus leading to the second-order factorization scheme. To build
the explicit integrator, we only have to define the action of every
composing operator.
The action of operators in D0, D2, and D11 results in the

translation of corresponding variables. The nontrivial operators
are thus D3 and ~D. The action of the first one was described by
Nose38 and may be represented as

exp½D3dt�
s
ps

 !
¼

s 1 þ ps
2Q

dt

� �2

ps= 1 þ ps
2Q

dt

� �
0
BBBB@

1
CCCCA ð16Þ

The operator ~D describes the FRB problem in scaled angular
moments. Hence, the equations of motion it generates are similar
to eqs 5a and 5b:

_u! ¼ f uB,H1g ¼ uB 3 ð∇ lB0H1 � ∇ uB
uBÞ S

_u! ¼ 1
s

0 ω0
z �ω0

y

�ω0
z 0 ω0

x

ω0
y �ω0

x 0

0
BB@

1
CCA uB ð17aÞ

_
l0
! ¼ f lB0,H1g ¼ � lB

0
3 ð∇ lB0 lB0 � ∇lB0H1Þ S

_l0x
_l0y
_l0z

0
BB@

1
CCA

¼ 1
s

αl0yl
0
z

βl0xl
0
z

γl0xl
0
y

0
BB@

1
CCA ð17bÞ

Effectively, this means that the operator e
~Ddt is equivalent to

the solution of the FRB problem for the time dt/s. This follows
from the fact that if, for some operator D = B(∂/(∂C)), the
evolution operator action is eDdt:C(t) f C(t + dt), then for
operator D0 = (1/s)B(∂/(∂C)), the evolution operator eD

0dt

action will be eD
0dt = eD(dt)/(s):C(t) f C(t + (dt)/s). Thus, the

coupling of the rigid bodies to a Nose�Poincare thermostat is
simply the application of the integrators for the NVE case for
scaled time with corresponding propagation of the thermostat
variables.
For convenience, we present now the full explicit integra-

tion scheme to perform RBMD simulations in the NVT
ensemble.
1.
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s
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 !
f

s 1 þ ps
2Q

dt
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� �2
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dt
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� �
0
BBBB@

1
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2.
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4. FRB problem propagation with the time step dt/s, e.g.,
Terec (see eqs 8)

5. Exactly step 3
6.

eD0dt :
rBi

ps
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f
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i

mis
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 !
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0
BBBB@

1
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7. Update atomic coordinates; calculate forces and torques
8. Exactly step 2
9. Exactly step 1

3. RESULTS AND DISCUSSION

In order to test the developed integrators, we performed
MD simulations of the (H2O)23 cluster. The TIP3P

45 inter-
action potential was used to describe intermolecular inter-
actions. Each water molecule was treated as a separate rigid
fragment. Thus, the inclusion of intramolecular interactions
was not necessary. Each simulation runs for 107 steps, which
for a time step of 1 fs is equivalent to a 10 ns trajectory. The
initial velocity distribution corresponded to a temperature
of 250 K.

The algorithms were tested in three stages. In the first stage,
we compared the performance of both the Terec and qTerec
algorithms for different integration time steps using different
expansion sizes. The methods were characterized by two quan-
tities: the total energy trend (b quantity in eq 22a) and the total
energy standard deviation (sd(E) in eq 22b).

The former quantity describes the stability of the method and
therefore may be a quantitative measure of symplecticity of the
method. We calculated it via a linear fit of the total energy versus
trajectory time (eq 22a). It should also be noted that the sym-
plecticity of the method cannot be simply judged on the basis of
its stability. For this purpose, one should consider the phase
space volume preservation. However, in most cases, the good
stability of the method might reflect its symplecticness. There-
fore, we consider the total energy trend as the measure of
symplecticity in this sense.

The latter quantity describes how much of the total energy
fluctuates around its mean value, and thus it is a measure of the
method precision.

jEðtÞj ¼ a þ bt ð22aÞ

sdðEÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
N

i¼ 1
ðEi � E̅Þ2

N

vuuut

E̅ ¼
∑
N

i¼ 1
Ei

N

ð22bÞ

For each method, we considered the expansion sizes of 5, 7,
10, 12, 15, and 20 terms. Terms are explained in Figure 2. For
each expansion size, the simulations with time steps of 0.5, 1, 2.5,
5, and 7.5 fs have been performed. The trajectory lengths varied
from 5 to 75 ns accordingly.

We found that all methods showed good stability (Figure 2a)
and accuracy properties (Figure 2b). The only exception was the
Terec5 method, where the expansion size was not enough to
achieve machine accuracy. It is interesting to note that the
qTerec5 method showed significantly better properties than its
Terec5 cousin. This is a consequence of the deorthogonaliztion
of the direction vectors during simulations in the Terec5method.
The use of a quaternion in the qTerec5 variant precludes any
problems with a possible deorthogonaliztion of the attitude
matrix, thus leading to significantly better properties.

As shown in Figure 2 for the expansions longer than five terms,
the properties of the corresponding integrators are almost
independent of the expansion size. This indicates that the
computations converge to machine precision. In some cases,
the longer expansions are in fact slightly less stable and less
precise. This may be due to accumulation of the rounding errors
when dealing with very small numbers. Thus, for future use or by
default, we chose 10 term series expansions for our methods, that
is, Terec10 and qTerec10.

All methods are stable and accurate enough for all tested time
steps except for 7.5 fs. This is clearly shown in Figure 2a,b as the
abrupt change of linear relations ln(|E|) � ln(dt) and ln(sd(E))
� ln(dt).

In the second stage, the developed integrators (namely,
Terec10 and qTerec10) have been compared to existing integra-
tion schemes which we label as DLML,24 NO_SQUISH,28

MN,30 Omelyan,31 and Jacobi.26 The first two algorithms are
known to be both symplectic and time-reversible, while the next
two are not symplectic but are time-reversible. Finally, the
method based on an analytical solution to the FRB problem
which uses Jacobi integrals of the first kind is by construction
exact, so it should in principle be both symplectic and time-
reversible as well. The comparison was based on the total energy
trend (Figure 3a) as well as on the standard deviation of the total
energy (Figure 3b).

As the comparison in Figure 3 illustrates, the Terec and
qTerec methods show the properties of the known symplectic
integrators (DLML and NO_SQUISH). The nonsymplectic
schemes differ significantly from symplectic ones in both stability
and precision. These observations are valid for different time
steps up to 5 fs. All integrators become unstable at 7.5 fs. The
properties of the Jacobi integrator are very similar to those of
symplectic schemes as well as to Terec10 and qTerec10
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algorithms. This indicates that all of them achieve the best
possible precision and stability for a given system. It should also
be stressed, that despite the algorithm used for integration of the
FRB problem, the overall order of algorithms is limited by the
smallest order in the entire decomposition scheme (that is where
the forces and torques are applied). However, as is clear from
Figure 3, the algorithm for solving the FRB problem may
significantly impact the stability of the overall algorithms as well
as its precision. Thus, it is still important to use an appropriate
integrator for the FRB part.

In addition to the quality of conservation of the Hamiltonian
(total energy) of the system under consideration, we also studied
the analogous properties of the total linear and angular momenta
of the system. This is important because the rescaling of the
direction vectors and quaternions used in Terec and qTerec
methods might potentially influence the conservation of these
quantities. Thus, we were interested in how the rescaling affects
these quantities. As we expected, the rescaling practically does
not affect either the linear or angular momenta significantly, as
long as the Taylor series expansion possesses a sufficiently large
number of terms. This may be understood in the following way:
Assume some quantity x (in our case, it may be either quaternion
of the direction vector) has an exact value of xexact and the Taylor
series approximation of xTaylor = xexact + dx, where dx is the error.

The rescaled value of xwill be xTaylor/xexact = 1 + dx/xexact. As the
number of terms in the Taylor series expansion increases, the
error goes to zero very rapidly (dx f 0). In that case, the
rescaling operation will practically be the identity operation and
thus will not have a significant impact on conserved properties.
Corresponding data are presented in Supporting Information
section S1. It shows that for a relatively small number of terms
(Terec5), the rescaling affects conservation of the total linear
momentum. However, starting from 10 terms (Terec10), it
practically has no effect on the conserved properties and is
needed only for consistency.

It should also be noted that if one wants to combine the exact
solution to the FRB problem with the torques and forces part of
the integrator, it is crucial to consider more than two possible
ways to perform Jacobi ordering used in the Jacobi algorithm as
implemented by van Zon and Schofield.26 In fact, there are six
distinct permutations of the axes, one of which may lead to
required Jacobi ordering. However, since some of such permuta-
tions are odd, one should take particular care about the direction
of time flow. The details and corresponding derivations of such
modifications to the original algorithm26 are presented in
Supporting Information section S2.

Finally, we tested the performance of the above algorithms
(except for Omelyan) in the NVT ensemble. As Figure 4 shows,

Figure 2. Comparison of the Terec and qTerec methods for different expansion sizes and different time steps. (a) energy trend, stability characteristics;
(b) standard deviation, accuracy characteristics.

Figure 3. Comparison of Terec and qTerec methods with other existing integrators for NVE ensemble: (a) energy trend, stability characteristics; (b)
standard deviation, accuracy characteristics.
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the temperature distributions are very similar for all methods and
for all time steps up to 5 fs. At dt = 5 fs, the MN integrator is no
longer stable and does not generate the correct distribution,
while other methods still perform correctly.

We also studied the stability and accuracy of the methods by
examining the properties similar to those defined in eqs 22, but
using Nose�Poincare Hamiltonian 11 instead of the total
energy. It should be noted that the quantity (eq 11) is not only

Figure 4. Temperature distribution in the NVT ensemble generated by different methods and with different integration time steps: (a) 0.5 fs, (b) 1.0 fs,
(c) 2.5 fs, (d) 5.0 fs. The target temperature was set to 250 K.

Figure 5. Comparison of Terec and qTerec methods with other existing integrators for the NVT ensemble: (a) Nose�Poincare Hamiltonian trend,
stability characteristics; (b) standard deviation, accuracy characteristics.
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the conserved quantity but is a true Hamiltonian. Thus, its trend
gives information about the symplecticity of the NVT integrator,
as the trend of total energy characterizes the symplecticity of the
NVE integrators in the sense discussed earlier. The comparison
of such quantities is presented in Figure 5.

Similarly to the NVE ensemble, one may observe two groups
of methods—one is nonsymplectic (MN in this case), and the
other group has all symplectic methods (DLML, NO_SQUISH,
Terec10, and qTerec10). In contrast to the NVE ensemble, the
properties of the integrator havemore of an effect on themaximal
integration time step for which the dynamics is still stable. As we
can see, the instability occurs for the MN integrator already at dt
= 5 fs, while such a time step is still acceptable for this method in
the microcanonical ensemble. The Terec and qTerec methods
once again show properties comparable to those of existing
symplectic integrators.

Finally, in the third stage, the performances of all methods
were compared to each other. To do this, we considered the same
system, namely, a cluster of 23 water molecules, but without any
interactions. This is necessary since the computation time of all
interactions is much larger than the time required for performing
an integration of equations of motion. That would obscure the
actual speed of the integration algorithms. In other words, we
considered a system of the 23 free rigid bodies, the motion of
which is determined by the initial distribution of angular and
linear momenta, constrained to correspond to a given tempera-
ture. In all cases, said temperature was set to 300 K. The
trajectory time was set to 5 � 106 steps with an integration time
step of 1 fs, which corresponds to 5 ns trajectories. It is important
to note that for the purposes of a speed comparison, the
trajectory length has no effect, so it could be chosen to produce
any reasonable execution time.

The results of such a comparison are summarized in Table 1.
The Terecmethod turns out to be even faster than the symplectic
decomposition scheme NO_SQUISH. This is probably because
the latter method uses many trigonometric functions for each
integration time step. Both methods in turn are slower than the
other decomposition schemes, including a quaternion version of
the Terec method (qTerec). The latter is only slightly slower
than the MN algorithm. However, the precision and stability
comparisons made in previous stages make the MN algorithm
less favorable than qTerec (and even Terec). The fastest
Omelyan algorithm also suffers from stability and accuracy
problems.

Finally, the only outlier is the Jacobi method. The execution
time for this method becomes on average 5 times slower than
that for most other algorithms. The Terec and qTerec methods
also give a numerically exact solution (sometimes the precision
and stability are even higher, see Figures 3 and 5), but for a

fraction of the cost associated with the Jacobi method may thus
be more attractive for some MD applications.

As is expected, as the expansion size increases, so do the
execution times for corresponding versions of Terec or qTerec
algorithms (Table 2). We can also note that for all expansion
sizes, the quaternion version is usually faster than the orientation
directions counterpart. This is because the first method propa-
gates only four quaternion components, while the other propa-
gates three components of the three direction vectors (that is, in
total nine components).

4. CONCLUSIONS

In this work, we reported new numerically exact methods to
solve the FRB problem that allows us to develop new integration
schemes for rigid-body MD simulations. We showed how this
approach might further be used for the construction of symplec-
tic and time-reversible integrators in bothmicrocanonical (NVE)
and canonical (NVT) ensembles. Since our approach solves the
FRB up to machine precision, it may be considered as an efficient
and easy-to-implement alternative for existing exact solution
methods, which involve Jacobi elliptic functions. Although for
big integration time steps the analytic solutions might be super-
ior, in usual MD simulations the integration time step is limited
by the highest vibration frequency in the system. As a result, in
most cases, it is practically impossible to use time steps larger
than 5 fs, and it significantly enhances the applicability of our
methods.

We showed that our integrators have characteristics not worse
(but even better in some cases) than those of existing symplectic
integration schemes for all time steps up to 5 fs. However, our
method differs from those schemes in that it solves the FRB
problem exactly (up to machine precision), and it does not need
the evaluation of the Jacobi elliptic functions. Moreover, different
special cases are treated in the same way as for general asym-
metric rigid bodies, which facilitates the implementation of the
method in computer code.

In addition, we performed a comparative study of the existing
rigid body integration schemes (integrators) focusing on their
stability, precision, and performance properties. We found that
the time-reversible and symplectic schemes of DLML and
NO_SQUISH as well as the Jacobi method based on an analytic
solution of FRB show much better properties than those
methods which are not symplectic (Omelyan, MN). For our
new integrator, the properties depend on the expansion length.
For expansion lengths as small as five terms, the integrator based
on direction vectors (Terec) shows the properties comparable to
tested nonsymplectic schemes, while the quaternion-based algo-
rithms (qTerec) show much better accuracy and stability,
comparable to those of symplectic schemes. For a bigger number
of expansion terms, the properties of both integrators become
comparable (and even better in some cases) to those of
symplectic schemes. Thus, the reported methods are effectively

Table 1. Run Time for a 5 ns Simulation of a Cluster of 23
Water Molecules

method time, s

DLML 184( 4

MN 274( 5

NO_SQUSIH 560(4

Omelyan 92( 1

Terec10 373( 3

qTerec10 289( 3

Jacobi 1406( 70

Table 2. Speed Comparisons for Different Taylor Series
Expansion Sizes for Both Terec and qTerec Methods

expansion size Terec, s qTerec, s

5 221( 1 186( 4

10 373( 3 289( 3

15 616( 9 453( 4

20 937( 7 645( 3
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symplectic (which follows from the fact that the exact solution is
by definition a symplectic mapping).

In terms of performance, our algorithms are much faster than
the Jacobi method, providing the same and even better accuracy
and stability. Moreover, our method is very robust and does not
need to consider many special cases, nor deal with some internal
(Jacobi) ordering. This makes them very easy to implement
and efficient to run. We showed that the new methods are
even faster than the existing symplectic decomposition scheme
NO_SQUISH.

Although for conventional molecular dynamics the difference
in performance of all algorithms is usually neglected by a sign-
ificantly slower interaction calculation step, it may be more
important in such methods as discrete molecular dynamics46�49

where the interactions are calculated relatively rarely and effi-
ciently. In such methods, it may be necessary to solve the FRB
problem for relatively long times. This may not be accomplished
by conventional splitting schemes, which are approximate by
construction. Using the exact method (Jacobi) described by van
Zon will solve the problem, but it would take approximately 5
times more time than with our algorithms.

We also showed that the new algorithms (as well as most of the
existing ones) may be combined with the Nose�Poincare
thermostat in a straightforward fashion. The corresponding
mappings are similar to those used for the NVE ensemble and
differ only in intrinsic scaling of the integration time step. We
demonstrated that such coupling indeed generates correct dis-
tributions for all integrators considered. Moreover, our new
integrators (Terec and qTerec) work in both NVT and NVE
ensembles and show properties comparable to those of the
existing symplectic schemes.

The advantage of our method becomes clear if one compares
each of the integrators one by one. In some cases, our method is
more stable and precise (vs Omelyan and MN); in others, it is
faster (vs Jacobi and NO_SQUISH); in still others, it is capable
of performing exact integration of the FRB problem for longer
time steps (vs all splitting schemes); in some cases, it is more
robust and easy to implement (vs Jacobi). We thus believe that
these new integrators will be useful for long time scale simula-
tions of various types of molecular systems.
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ABSTRACT:We report an optimized version of themolecular dynamics programMOIL that runs on a sharedmemory systemwith
OpenMP and exploits the power of a graphics processing unit (GPU). The model is of a heterogeneous computing system on a
single node with several cores sharing the same memory and a GPU. This is a typical laboratory tool, which provides excellent
performance at minimal cost. Besides performance, emphasis is on the accuracy and stability of the algorithm probed by energy
conservation for explicit-solvent atomically detailedmodels. Especially for long simulations, energy conservation is critical due to the
phenomenon known as “energy drift” in which energy errors accumulate linearly as a function of simulation time. To achieve long-
time dynamics with acceptable accuracy, the drift must be particularly small. We identify several means of controlling long-time
numerical accuracy while maintaining excellent speedup. To maintain a high level of energy conservation, SHAKE and the Ewald
reciprocal summation are run in double precision. Double precision summation of real-space nonbonded interactions improves
energy conservation. In our best option, the energy drift using 1 fs for a time step while constraining the distances of all bonds is
undetectable in a 10 ns simulation of solvatedDHFR (dihydrofolate reductase). Faster options, SHAKing only bonds with hydrogen
atoms, are also very well behaved and have drifts of less than 1 kcal/mol per nanosecond of the same system. CPU/GPU
implementations require changes in programming models. We consider the use of a list of neighbors and quadratic versus linear
interpolation in lookup tables of different sizes. Quadratic interpolation with a smaller number of grid points is faster than linear
lookup tables (with finer representation) without a loss of accuracy. Atomic neighbor lists were found most efficient. Typical
speedups are about a factor of 10 compared to a single-core single-precision code.

I. INTRODUCTION

Molecular Dynamics and Its Computational Challenges.
Molecular dynamics (MD) simulations have become a vital
laboratory tool for investigations of molecular processes in
fundamental statistical mechanics, material science, and biophy-
sics. Molecular dynamics trajectories provide significant insights
intomechanisms, enable the rational design of newmaterials, and
test new analytical theories by exact numerical calculations. In the
present manuscript, we restrict the discussion to algorithms that
follow the classical equations of motions, conserve energy, and
therefore enable basic study of dynamic phenomena. Molecular
trajectories are computed in small time steps using initial value
solvers that propagate the solution in time steps. The existence of
fast motions on the atomic scale (e.g., molecular vibrations)
necessitates the use of small time steps (femtoseconds ∼ 10�15 s)
that are much shorter than times of many processes of interest.
For example, folding (milliseconds) and conformational transi-
tions of proteins (microseconds) occur on time scales much
longer than femtoseconds. Billions of steps (and more) must be
computed in order to reach relevant times. This significant time
scale gap (12 orders of magnitude from femtoseconds to milli-
seconds) motivates research into the extension of time scales in
atomically detailed simulations.
The search for longer simulation times in atomically detailed,

solvent-explicit models is theoretical, numerical, and computa-
tional. On the theory side, alternative formulations of classical

mechanics and statistical mechanics were proposed, such as the
use of boundary value formulation with large time steps,1

sampling of rare (but rapid) trajectories,2 and the patching of
trajectory fragments.3 These theories were aimed at reducing the
number of time steps required to obtain a desired result. For
specific systems, or with the acceptance of physically motivated
approximations, the reduction in the overall time steps required
can easily reach billions.4 On the numerical side, algorithms were
introduced for more rapid calculations of the forces (e.g., PME5),
and for the use of multiple time steps (e.g., RESPA6). The use of a
small time step for fast motions and a larger time step for slower
motion allows for further efficiency gains.While the impact of the
theory on the computational efforts was larger than that of
numerical analysis (multiple time steps as such did not increase
efficiency by more than a factor of 2), there remains the interest
in conducting simulations without approximations or theoretical
assumptions on the system type. The third approach to long time
scales is of computational techniques attached to advances in
hardware. This approach has dominated the advances in straight-
forward simulations (no physical assumptions or constraints on
the system type are assumed) in the past 10 years.
Faster computational systems have the promise of speeding up

simulation times considerably. Indeed, a special purpose computing
machine, the Anton,7 produced trajectories on millisecond time
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scales. Cost, however, is an issue, and as a laboratory tool, Anton is
out of reach of many research groups. Besides the development of a
special purpose machine for MD, in the past 10 years, we have seen
significant advances in parallel hardware and software architectures.
While the speed of individual computing elements did not increase
significantly, parallelism of different varieties is now accessible at
multiple levels. Cores, or basic computing elements, are available in
distributed and shared memory configurations, complicating soft-
ware development but also offering new opportunities. Another
new hardware development of considerable interest is the use of
graphics processing units (GPU) originally designed for the game
industry. Themassive parallelismof theGPU attracted the attention
of computational scientists, promoting the development of the high-
level programming language CUDA. A number of important scien-
tific applications were ported to the GPU platform.7b,8 For the
cost (mid- to high-end GPU cards can be found for ∼$200),
graphics processing units provide unmatched computing power.
The complete computing node that was used and benchmarked in
this work—an MSI-G65 board with 8 GB 1333 MHz RAM, a
Phenom IIX4 965 3.4 GHZ processor, a 1 TB hard drive, and a
single GTX480—costs∼$1200. This makes it possible for applica-
tions that exploit it to run at high performance speeds accessible to a
broad range of investigators.
On the other hand, exploiting the promise of the GPU for

molecular dynamics applications is not a trivial task and requires a
departure from legacy codes, the use of new programming models,
and learning to code with new constraints on memory sizes and
memory hierarchy. It is therefore not surprising that general-purpose
molecular dynamics software packages with modeling of explicit
solvent were slow to emerge for the GPU.7b,8 In some cases, the
performance was not satisfactory, and in others, energy con-
servation (essential for calculations in microcanonical ensemble)
was compromised.
There are two commonmodels for computational chemistry.

The first uses high-end supercomputers, and the second
employs laboratory tools such as PC and local computing
clusters. Both approaches were found to be very useful through-
out the years and are employed (frequently simultaneously) in
many laboratories. Typically, a calculation that requires a lot of
resources for a short period of time is better run at national
centers, while calculations that require long-running periods are
better run at laboratory resources. For example, solving hun-
dreds of millions of coupled equations is better done using
massive parallelism on hundreds of cores,9 while running a large
number of straightforward and short trajectories to obtain
statistics for thermodynamic and kinetic averages4 is more
effectively conducted on computer clusters, common to indi-
vidual laboratories.
What are the challenges in implementing codes on a combina-

tion of CPU/GPU beyond the need to learn to use a new
hardware platform, its limitations, and compilers?
The first is the realization that the GPU is not optimal for

everything. Though some attempts were made to put a whole
MD code on a GPU, the performance is lacking for complex
systems that include a diverse set of interactions (e.g., covalent
and noncovalent components) or that require double precision
accuracy. Memory access is important and can be a bottleneck in
the calculations. If the system is simple and uniform (e.g.,
Lennard-Jones fluids10), then it makes sense to implement the
entire MD code on the GPU. For other cases, it is not obvious.
It is therefore suggestive to use the GPU for the parts that

it is best at, massive parallel execution of simple and minimal

instruction sets, and asynchronously use the cores at the CPU for
complex calculations or calculations that require double preci-
sion. Practice has shown that the communication between the
GPU and the CPU is not a bottleneck with systems of sufficient
complexity.
The second challenge is of load balancing between the CPU

and GPU. Ideally, we wish the CPU and the GPU to spend the
same time on their assigned load. This is however a complex task,
and so far we have not been able to achieve it in full. At present,
our code still has bottlenecks in which the GPU is waiting for the
CPU to complete its task. Further optimization of the load is a
topic for future studies.
Third, the mixture of computer language, compilers, and

libraries (OpenMP, CUDA, C, and FORTRAN) makes the
code highly complex. It is difficult to maintain, and it is sensitive
to hardware configurations. Relatively minor changes in hard-
ware, operating system, or compiler versions can induce non-
trivial code and compilation changes. Sustaining MD programs
is simpler for those who remain in the CPU world. For the
program reported in this manuscript, we offer binary execu-
tables that run on a variety of Intel/AMD multicore CPU and
Nvidia CUDA-capable GPU-equipped systems with the appro-
priate drivers installed at http://clsb.ices.utexas.edu/prebuilt/.
We also provide a source code but advise the user that getting
CPU/GPU code to compile and produce an executable file is
more difficult than typing “make” and <enter> because third
party hardware and software drivers/libraries (not provided by
us) are involved.
Despite the above difficulties, significant speedups were obtained

on a single heterogeneous node (multicores, one GPU) for a
broad range of molecular dynamics applications. The factors are
∼10 compared to running on a single core with a single precision
code. This makes the investments in solving the above challenges
a worthwhile exercise.
In the present manuscript, we therefore describe the imple-

mentation of a molecular dynamics module of the modeling
package MOIL11 on such a single-node heterogeneous system.
MOIL is a suite of programs that are written in FORTRAN and
span a wide range of modeling tasks. Some of its options include
energy minimization, reaction path calculations,12 rate calcula-
tions by milestoning,3b molecular dynamics, and more (see
http://clsb.ices.utexas.edu/prebuilt/MOIL.pdf for a compre-
hensive description). To facilitate the GPU, code was written
in CUDA to compute the nonbonded list and real space
nonbonded interactions on the GPU. The overall molecular
dynamics driver was written in C and so were the Verlet (or
RESPA) integrators. The rest of the calculations that are
performed on the CPU remained in FORTRAN. Code on the
CPU that influences the overall performance, the PME reciprocal
summation, SHAKE13 of water molecules, and SHAKE of bonds
that contain hydrogen atoms, was parallelized using OpenMP.
We discuss below the choices made, speed of calculations, and
energy conservation.
Energy conservation is especially important for calculations

that determine rate and time scales from microscopic theories
and modeling. While stochastic dynamics was proposed to
overcome problems with energy conservation, these corrections
are questionable for dynamics. For example, the use of the
Langevin equation with a phenomenological friction significantly
impacts the rate. At the high friction limit, the rate is inversely
proportional to the friction, making it impossible to determine
the rate constant from microscopic parameters only.
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II. IMPLEMENTATION

At an abstract level, molecular dynamics algorithms typically
have the following structure:

Do while [current number of integration steps <
desired number of integration steps]

1. Compute forces (bonded, real space nonbonded, reci-
procal space nonbonded)
2. Increase total time by a time step
3. Compute a displacement in coordinate space
4. Adjust coordinates to satisfy constraints
5. Compute velocity displacements
6. Adjust velocities to satisfy constraints
7.Output: intermediate coordinates and velocities, energies,
etc.
End while
For typical systems, the most time-consuming part is the

calculation of the forces, and the most expensive component
of the force calculations is the computation of the nonbonded
interactions (Supporting Information D). We restrict our opti-
mization to simulations with explicit solvation and periodic
boundary conditions as the most appropriate for atomically
detailed simulations of molecular kinetics (without the explicit
inclusion of quantum effects). Molecular kinetics is a focus of
research in our group. We split the calculation of electrostatic
to real and reciprocal space using an Ewald summation scheme.
Only the real part of the nonbonded calculation is performed
on the GPU. The rest of the calculations are performed on
the CPU using OpenMP to exploit the multicore shared
memory system. Below, we provide more details on the
implementation.
II.1. Memory Concerns. To appreciate the complexity of

GPU programming, it is necessary to consider its memory
architecture.

The GPU has a reasonably large global memory (1.5 GB in the
machine which we benchmarked), which is relatively slow.
Fetching data directly from the global memory to the GPU cores
is costly. Therefore, programming models attempt to maximize
the use of intermediate and faster memories as bridges between
the global memory and the executing threads.
For a more detailed discussion on CUDA basics, we refer to

previous work.7b,10,14 Briefly, the fastest memories available in
CUDA are the thread local registers, shared memory, and
constant memory. Shared memory is available only throughout
a single thread block. Constant memory is available to all threads
on the GPU but extremely limited in size (64 KB total) and read-
only. There are few registers available per thread (∼32), and they
must be used carefully. For example, during the calculation of the
nonbonded interactions between atom i and its neighbors j,
thread local registers keep the coordinates of atom i, the index of
this atom, and temporarily store the pair parameters for Lennard-
Jones interactions Aij and Bij and the product of the atomic
charges qiqj. The thread computes and retains (also in thread
local registers) the three components of the forces operating on
the i atom: fx, fy, and fz. There is little space to domore on a single
thread, and therefore calculations on an individual thread are
conducted for one atom pair at a time (loop unrolling has little or
no benefit). See Figure 1 for the conceptual memory layout of a
CUDA GPU.
The next best resource after registers, constant, and shared

memory are caches on global RAM. Depending on the system at
hand, shared memory can be replaced by the texture memory
cache or L1 cache available on the global memory of newer chips.
However, as a consistent feature of GPU hardware options, old
and new, the shared memory suggests itself as an indispensible
bridge between the global and register memory, and we use it
extensively. For example, we place the lookup table for non-
bonded interactions (interpolated quadratically between the
table points) on the shared memory.
II.2. Particle Meshed Ewald.Other codes port the reciprocal

sum of the particle meshed Ewald (rsPME) calculations to the
GPU.15 However, in our hands, the rsPME calculations in single
precision were not accurate enough to avoid significant energy
drift. For the purpose of the present manuscript, we define
“significant energy drift” as an energy variation that exceeds
1 kcal/mol in a nanosecond simulation of DHFR, dihydrofolate
reductase. Since empirically the drift is linear in time, a 1 kcal/
mol drift in a nanosecond is about 1000 kcal/mol in a micro-
second, enough energy to break several chemical bonds. While
the excess energy is (of course) distributed in many degrees of
freedom, it is likely to influence significantly the results. The
kinetic energy of the system is about 15 000 kcal/mol at room
temperature, and 1000 kcal/mol is∼6.7% of the total, or changes
the temperature by ∼20 K.
In a periodic box of water, DHFR has become a standard

benchmark for molecular dynamics codes (for example, http://
ambermd.org/amber8.bench2.html). The complexity of the
rsPME calculations is considerable. About 1/3 of the total
computation time in a serial code is spent in rsPME calculation,
if the Verlet algorithm is used. Supporting Information D
includes a profile of a serial MOIL run. Note, however, that
the profile reported used RESPA,6 in which the reciprocal sum is
computed every four steps, see below. We took the following
steps to speed rsPME up: (i) It was parallelized using OpenMP.
(ii) It is computed less frequently using multiple time steps. (iii)
It is computed asynchronously on the CPU while the GPU is

Figure 1. Conceptual memory layout of a CUDA GPU. Note the
memory hierarchy in which the registers and shared memory are closest
to the thread in the figure indicating fastest access. Registers are visible
only to individual threads, while shared memory is accessible to a whole
block of threads. Constant memory, texture cache, and L1 cache are
accessible to all threads. Texture and L1 memory serve as a cache on
global RAM. Data completely residing in texture cache, L1 cache, or
constant memory also benefit from fast access. Note that each of these
memories is small, and texture and constant memory are read-only.
Direct access to global RAM is slowest, although coalescing can
significantly improve its performance.
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working on real space summation. We use the reversible multiple
time stepping algorithm (RESPA6) to integrate the equation of
motion where we designate the reciprocal sum as the “slow”
force. The forces are split into two, a fast varying component Ff

and a slow varying force Fs. Bond constraints (SHAKE13a) and
matrix SHAKE for water molecules (MSHAKE13b) are included
in the inner loop of the algorithm.
The studies in ref 16 illustrate that the reciprocal sum has a fast

force component, and a better behaving algorithm can be
designed that includes a combination of real space and reciprocal
space as the slowly varying force. A more elaborate and accurate
force splitting has been described in which fast components of
the pair interactions are removed from the reciprocal space
Ewald sum. The authors reported an enhancement in the stability
of the algorithm to an outer time step of 6 fs, although the level of
stability depended on the choice of the parameters for a switching
function used to smooth the potential energy near the cutoffs. In
our hands (and also in ref 16, Figure 3), a large time step size of 4
fs for the integration of the reciprocal sum and 1 fs for the rest of
the forces was stable and did not show energy drift. We therefore
consider only the reciprocal force as slow. Use of this algorithmic
variation in our code and its effect on stability and computation
speed will be explored in the future. In the context of hetero-
geneous GPU/CPU computing, mixing real space and reciprocal
space increases the computational complexity significantly.
The calculations of the reciprocal sumwere further accelerated

by parallelization of the basic FFT algorithm, and of the genera-
tion of the required charge grid using OpenMP. The paralleliza-
tion was performed directly on the public domain PME code of
Darden.5 No changes to the basic algorithm were made. We use a
cubic polynomial for grid interpolation and a tolerance of error of
10�9 for double precision calculations. Parallelization of the non-
FFT routines was done trivially by splitting up the loops between
cores (e.g., in the routines fill-charge-grid and scalar-sum). The x,
y, z components were parallelized with synchronization after the
completion of each Cartesian direction. A recent suggestion by
Schneiders et al.17 for parallelization of convolutions can improve
the performance of the code. However, the present program is
functional and efficient enough to remove the reciprocal sum as a
major hurdle of the calculation. The bottleneck is usually still the
calculation of real space nonbonded interactions.
II.3. Nonbonded List. Besides the concrete and specific

implementation, perhaps the first question to ask is do we need
a nonbonded list at all? In principle, there are few options: (i) do
not use list, and compute all against all; (ii) use a space list based
on grid partitioning; (iii) use a list based on chemical grouping;
and (iv) use lists based on atoms. All of these ideas were used
extensively in molecular simulations in the past, but they were
reconsidered and found new ground in GPU implementations.
Option i was used for illustration purposes on systems with

nonuniform particle densities. For example, protein molecules
simulated with implicit solvent do not fit an exact grid and have a
relatively small number of interactions. An implementation on
the GPU for all-against-all interactions can provide good-looking
benchmarks (results not shown). However, most MOIL applica-
tions are aimed at studies of explicit solvent systems in the NVE
ensemble.
Option ii is used by a number of groups.7b,8,10,14We consider a

periodic system of approximately uniform density. The space is
partitioned to boxes, and individual particles are placed in a box
list in an operation of complexity N.18 For example, if the grid
sizes along the x, y, and z directions are gx, gy, and gz, respectively,

a particle with coordinate x,y,z (where the origin of coordinates is
such that x, y, zg 0 for all of the particles in the system) is placed
in a box index (i,j,k) = (ºx/gxß,ºy/gyß,ºz/gzß) where the counting
starts from zero. Box neighbors are, of course, known. For each
atom, there are 27 neighboring boxes, including its own box. On
the basis of the box neighbor list, the interactions between atoms
of nearby boxes and of the self-box are computed. The advantage
of this representation is that no atomic list is produced. The
atomic list tends to be long and expensive in terms of storage
memory. It cannot be placed directly in the registers or in the
shared memory, while box lists can reside in the shared memory.
The box lists are particularly convenient for large systems, and we
use them in cases that exceed 100 000 particles. A disadvantage is
that box-based lists are not precise. The neighbors are not
distributed spherically around each atom. The number of atom
pairs is larger and requires more computational resources.
Another disadvantage is that the force kernel for a box list is
complex, and that hinders the use of accurate quadratic lookup
tables because the limit of 32 registers per thread will be
exceeded. This is because we will not be able to compactly and
efficiently transfer to the thread one atom pair at a time. Yet
another disadvantage is that the exclusions are not explicitly
removed at the level of the lists. Therefore, when the force
calculations are performed, a logical check is performed, and the
excluded interactions are multiplied by zero.
Option iii of chemical grouping replaces the box-based list by a

list of neighboring chemical groups. It was used in MOIL11 for
decades. An issue with parallelization is load-balancing, which
was addressed and discussed in ref 13b. In ref 19, it was proposed
to collect atoms in groups of 32 for GPU applications. This
procedure provides a uniform density and fits well the GPU
specifications. Nevertheless, collections of this type require
periodic calculations of groups for diffusive particles (such as
water molecules), and the scaling of these calculations as a
function of the distances between groups is ∼N2, which is
unfavorable for large systems.
Option iv, which we adopt for systems smaller than 100 000

atoms, is hierarchical. We generate a box-based list, and we use
that list to generate the atomic list (a list of atoms with a distance
equal or smaller than a cutoff distance from the central atom i).
The advantages of the atomic list are that the exclusions are taken
care of during the generation of the list and that the atomic list is
precise and spherical around each atom. The atomic list is
generated according to two cutoffs in which the upper cutoff
provides the actual list and is used as a buffer between updates of
the lists. Pair calculations are performed only between pairs that
are closer than the lower cutoff distance. This means that the
calculations of forces are as efficient as possible. A disadvantage
is the size of the list. To ensure coalesced access we follow
Anderson et al.,10 the list is stored as a matrix in the global
memory Nji, where the index i is running over the atom number
and the index j over its neighbors. It is possible to make the list
more efficient by using a pointer vector, P, of the length of the
number of atoms, and the actual list N. P(i) points to the last
neighbor of i inN.13b Hence, the neighbors of i are listed between
N(i � 1) + 1 to N(i). Since the density in molecular biophysics
simulations is quite uniform, the number of neighbors per atom
rarely changes by more than 10%, and hence both representa-
tions are of comparable complexity. For a typical real space
cutoff, every atom has about 500 neighbors.
For the generation of the list for atom i, we load the index of

atom i, its coordinates, and the nonbonded parameters,Ai,Bi, and
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qi, to the registers. We load from the global memory to the shared
memory the coordinates and the corresponding parameters of a
box neighbor to i. The individual threads can access rapidly the
shared memory and produce the atomic lists of all pairs with
distances lower than the distance cutoff. They also produce the
corresponding products Aij� AiAj, Bij� BiBj, and qiqj� qij. The
preliminary calculations of the products provide more benefit
than saving a few multiplications for a pair of atoms. These
products are stored together in the global memory and can be
accessed when needed for the force calculations in a coalesced
and efficient way. The GPU has a particularly efficient memory
operation (float4 array) in which four floating-point numbers are
transferred betweenmemory types in one chunk.We transfer in a
float4 chunk, the neighbor index j, the Lennard-Jones parameters
for the pairAij Bij, and the charge product qij. Exclusion of bonded
atoms is accomplished by chemical sorting of the atoms to begin
with. Most of the bonded atoms are within 32 positions of the
general atom index (with the exception of S�S bonds, prosthetic
groups like heme, etc.), allowing the storage of an exclusion
decision in a single bit; +1 means exclusion. The basic algorithm
for exclusion is the same as that reported in ref 7b; however, the
retention and preliminary calculations of the pair parameter
are new and add significantly to the performance. For the rare
(if any) excluded pairs that are out of the 32 range, the cor-
responding force is subtracted in a separate kernel.
II.4. Nonbonded Forces.We describe in detail the calculation

of the forces, utilizing an atomic list. Similarly to the calculation of
the list, a thread is associated with a single atom i. We store and
accumulate in registers the forces that operate on this atom, and
we loop over the neighboring atoms with their prepared coeffi-
cients (see section II.3). The coefficients are copied in a coalesced
and efficient way from the global memory in float4 arrays.
Coordinates of neighbors need to be read from global memory,
and these reads are not coalesced. This however does not lead to
significant performance lag, probably because the large amount of
computations that follow covers up some of the memory fetch
time and the coordinate fetch is at least partially cached. Similar
performances are obtained if the coordinates are read from the
texture cache or directly from the global memory of newer chips
which feature an adjustable L1 cache on global RAM. In the latter
case, we adjust the L1 cache to its maximum size of 48 KB.
Once all of the parameters are in, the square of the distance

between a pair of particles is computed on each thread. With the
square of the distance at hand, explicit and direct calculations of
the electrostatic and van der Waals interactions can be per-
formed. A useful trick, which has been employed for a long time
now in MD codes, is the use of lookup tables to present complex
functions of the distance (e.g., the error function that is used in
Ewald sums). The lookup table provides the value of the function
on a grid. For a more precise value, an interpolation between the
grid points is required. If the table is dense (say, 10 000 grid
points), the interpolation can be simple (linear), as is done in ref
7b, fetching the value from the texture memory. The texture
memory is however relatively slow even when 100% cached, and
it is desirable to place the table in shared or constant memory.
This is possible only for small tables. We successfully used
exceptionally short tables with 256 or 512 entries interpolated
with quadratic lookup (see Supporting Information A and C).
The accuracy of the forces is sufficient for good energy con-
servation, and memory access is no longer a bottleneck. The
calculations of real space PME electrostatic are complex and
justify the use of a table and memory fetches. We found out

however that the Lennard-Jones interactions are faster computed
directly instead of looking up for values in interpolated tables.
Hence, the Lennard-Jones calculations are computed directly on
the thread.
Note that we do not take advantage of the symmetry in

interactions between particles; i.e., we compute the interaction
between the pair of atoms (i,j) twice. We compute it once with
atom i at the center and a second time with atom j at the center.
This is clearly inefficient. However, minimizing communication
is more important here than saving floating point operations.
Overall, recomputing these interactions makes more sense here,
as is also done by others.7b,8,10

Pseudocode for the generation of the nonbonded lists and the
calculations of the forces can be found in Supporting Information
B and C, respectively.
II.5. Use of OpenMP. Computing environments change

rapidly. A trend of the past few years is a significant increase in
the number of cores on a CPU and the creation of powerful and
shared memory machines. The recent announcement by Intel of
a chip with 50 cores http://www.electronista.com/articles/10/
05/31/intel.knights.corner.targets.highly.parallel.pcs/ is a parti-
cularly significant step, making shared memory programming a
mainstream approach. While a distributed computing approach
can provide a significantly larger number of cores, the ease and
efficiency of a shared memory implementation where commu-
nication speed is no longer an issue is very attractive. Shared
memory machines are also more likely to be the machines of
choice for laboratory instruments. We therefore decided to base
our new implementation of MOIL on a model of shared memory
CPU with the relatively low-cost option of a GPU. Most
molecular dynamics programs (including an earlier version of
MOIL11,13b) were built for a distributed computing environ-
ment, and their parallelization is based on message passage inter-
face (MPI, http://www.mcs.anl.gov/research/projects/mpi/).
Here, we are starting fresh and base our programming model
on OpenMP (http://openmp.org/wp/), which is a library de-
signed for sharedmemory systems.We parallelized the reciprocal
sum calculations of the PME (see section II.2), the Verlet
algorithm, and MSHAKE algorithm (matrix SHAKE13b) that
constrained the geometries of water molecules. While a parallel
algorithm for general SHAKE constraints was designed in the
context of theMOIL program,13b at present, this algorithm is not
available inOpenMP. This is the topic of future work. Similarly to
other groups, we parallelize SHAKE constraints for bonds that
contain hydrogen atoms. We call this variant SHKL (SHAKE
light). These bonds are separated into independent blocks of
constraints and can be trivially parallelized on the multiple cores
by OpenMP. We also comment that if SHAKE of all bonds is
calculated (at present only serially), then the energy conservation
with a 1 fs time step and room temperature simulation of solvated
DHFR is excellent. There is no detectable drift when we use a
4096-entry quadratic-interpolation table of the real-space elec-
trostatic interactions. However, the cost of serial calculations of
SHAKE is high, and it reduces the overall speed of calculations by
about 30%.
In Figure 2, we sketch the scaling of our OpenMP calculations

of DHFR on a single node. An unusual observation is that the
scaling of SHKL is better than the number of processors. This
result is obtained since the convergence decision is made locally
in each core. It is not necessary to wait for convergence for the
slowest relaxing bond in the list (as is done in a serial calculation),
but instead we can decide on the convergence based on the local
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bonds assigned to a core. These bonds are decoupled from the
rest. The figure also shows that further optimization of the PME
code is needed and is a topic for future work.
We did not try to design an algorithm where all of the

calculations are performed on the GPU (or did not try to
maximize the role of the GPU in executing the calculations)
due to concerns about accuracy and single precision. Calcula-
tions on the GPU are efficient if done in single precision. Recent
GPU architecture allows calculations in double precision, but the
penalty in performance is high. Besides the final summation of
the forces, using double precision for nonbonded force calcula-
tions on the GPU is not practical at present. The reason is not
only that double precision operations are slower on the GPU but
also that the memory is limited. Doubling the data needed means
that we will require registers that are simply not available, and the
code will be unacceptably slow. Our requirement for energy
conservation mandated that the reciprocal sum be computed in
double precision, and therefore we prefer to execute it on the
CPU. Further discussions about energy conservation can be
found in section III.6.2.

III. RESULTS

All tests were run (unless specifically stated otherwise) on an
MSI-G65, 8 GB 1333 MHz RAM, Phenom IIX4 965 3.4 GHZ
with a single GTX480. We describe below applications of MOIL-
opt tomoderately sized systems. These systems aremore likely to
be investigated in a laboratory setting, which is our target. Since
they are relatively small, they are less likely to produce impressive
benchmarks. However, as we illustrate below, we are getting
consistently good performance with no compromises in the
numerical accuracy of the simulations. We discuss typical inputs,
conditions, and timing. In the calculations below, the tolerance
for relative errors of constraints was always 10�12. The recom-
mended choice for the reciprocal sum calculations on the CPU is
to be conducted in double precision, and allowed relative errors
were 10�9. We discuss in section III.6.2 the impact of a single
precision calculation. As a reference for performance, we com-
pared these simulations (GPU code with mixed single/double

precision accuracy) to simulations conducted on one CPU core
in single precision. While critical accuracy can be lost in single
precision calculations, these comparisons provide a good mea-
sure and a lower bound of the speedup obtained in the hetero-
geneous environment of the GPU/CPU. The other alternative
we have in MOIL (calculations on one core in double precision)
is significantly slower. The new lookup tables built for the GPU/
CPU code are more accurate than the tables of the double pre-
cision, older version of MOIL.11 As a result, the energy conserva-
tion on long time scales is actually better in the GPU/CPU ver-
sion than the older double precision version. Sections III.1�III.5
focus on the performance of MOIL-opt for different molecular
systems.

A quick summary of our observations is given in Table 1.
III.1. DHFR. We report a simulation in a periodic box of aq-

ueous solution of size 62.23 � 62.23 � 62.23 Å3 with the use of
PME for long-range electrostatics. Real space cutoff distances
define two layers (to create a buffer during the calculations of the
forces), which are 8.5 Å and 8.8 Å. Forces between particles in the
list that are separated by distances larger than the lower cutoff are
not computed. The total number of boxes used in the generation
of the nonbonded list was 73.
The nonbonded list was updated every seven steps. The time

step was 1 fs, and the PME mesh was of 643 points. The number
of particles was 23 536. The force field was OPLS-AA20 with the
TIP3P water model.21 A quadratic lookup table for electrostatic
interactions with 256 entries was used. Lennard-Jones interac-
tions were computed explicitly. Water molecules were kept rigid
with MSHAKE (Matrix SHAKE), and all bonds that include
hydrogen atoms were constrained as well. All components of the
program were run in parallel, either on the GPU or on (at most)
four cores of the CPU.Direct, constant energy simulations (NVE
ensemble) were conducted. The RESPA algorithm was used with
a 4 fs time step for integrating the PME reciprocal forces and 1 fs
for the rest of the interactions. Examining the exclusion list, only
three particle pairs were beyond the 32 range for this system. The
interactions of these pairs were explicitly subtracted on the GPU
from the forces of these particles. The calculations on theCPU and
the GPU are conducted (to the extent possible) asynchronously.

Figure 2. Efficiency of parallelization of components of the molecular dynamics algorithms computed with OpenMP. The yellow line is the scaling
of the SHAKE algorithm. The red line is the complete PME reciprocal sum. The blue line is only the fast Fourier transform of the PME reciprocal sum
(f is forward and r reverse), and the green line is the scaling of the overall OpenMP code. See the text for more details.
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At the time that the nonbonded interactions are computed on the
GPU, the CPU is busy computing the reciprocal sum and the
covalent interactions. It should be noted that, overall, the GPU is
faster. It typicallywaits for theCPU cores we used for theOpenMP
parallelized calculations to complete their tasks. The use of more
cores in the future can tilt this balance. However, more than speed,
our concern with the distribution of the work between the GPU
and the CPU is one of accuracy and energy conservation.
The run described above with a single thread on the CPU

generates 2.27 ns a day, with two threads 3.42 ns/day, with three
threads 4.07 ns/day, and with four threads 4.5 ns/day. The CPU
scaling leaves room for improvement, but the use of multiple
cores is still useful. Times for different components in the
calculations (per step) for a single core are as follows: Real space
nonbonded interactions (GPU), 7.80 ms; covalent interactions
(CPU), 1.31 ms; reciprocal sum (computed every four steps on
the CPU), 18.5 ms; generation of nonbonded list (GPU), 1.24
ms; SHAKE (CPU), 10.98 ms; Verlet integration (CPU), 0.50
ms. Note the significant computation time for the PME and
SHAKE calculations (that can benefit from more cores).
Using four threads, the timing of the CPU changes as follows:

covalent interactions (not parallel, since the overall contribution
is small), 1.31 ms; reciprocal sum, 7.19 ms; SHAKE, 2.47 ms;
Verlet, 0.55ms. It is clear that addingmore cores and bringing the
calculation on the CPU to be on par with the timing of the GPU
can speed up the calculations further.
A comparable single precision calculation on one core (no

GPU) generates 421 ps per day. Hence, the speed up we see for
this system is about a factor of 10, while the accuracy is higher on
the mixed CPU/GPU system.
The DHFR system is a standard benchmark in the field.

However, many other applications different in sizes and complex-
ities are also investigated in numerous laboratories, and it is
important to appreciate the flexibility of the code in addressing
different systems. The examples below also illustrate the range of
changes in the system parameters that we can do while still
retaining excellent energy conservation.
III.2. Membrane System. Consider a bilayer membrane that

consists of 128 DOPC phospholipids with 38 802 particles
including SPC water molecules22 and sodium chloride ions.
Besides the water model, in this case, the force field was
OPLS-UA.23 The system is embedded in a periodic box of 65�
65 � 120 Å3. The simulation runs at room temperature with a
time step of 1 fs and the NVE ensemble. The cutoff distances
were 9.8 Å and 9.0 Å. Periodic boundary conditions and PME for

electrostatic calculations are used. The number of grid points was
643 for the mesh. There were no excluded atoms beyond the 32
range, ensuring efficient calculations of the exclusion lists and the
real space nonbonded interactions. A lookup table of 256 grid
values with quadratic interpolation was used to compute real-
space electrostatic interactions. Water molecules were MSHA-
KE’ed. Simulating this system on four threads produced 3.18 ns/
day. By far, the most expensive calculation is the real space
nonbonded interactions (total of 16.40 ms/step). The calcula-
tion of the neighbor list requires 2.16 ms/step. Calculations
conducted on the CPU with four threads include covalent forces
(1.93 ms/step), reciprocal sum (8.38 ms/step), and SHAKE
(1.76 ms/step).
In this particular case, it is the GPU that is slower and

completes its task after the CPU. Additional savings in computer
time are obtained from the asynchronous calculations, about 4
ms/step or 14.9% of the total time.
On one core, using a single precision calculation, the perfor-

mance is of 209 ps a day. The GPU/CPU system speeds up these
calculations by about a factor of 15, to 3.18 ns per day.
III.3. Twenty Amino Acid Solvated Helix (LKKLGKKLLK-

KLLKKGLKKL) (Peptide I). The motivation of studying this
peptide was ref 24. We collaborated with the authors that helped
us build the initial system. Both MSHAKE for water molecules
and SHKL were used in parallel on the CPU. The temperature
was 300 K, and the cutoff distances were 9.8 Å and 9.0 Å. The
nonbonded list was updated every eight steps. The calculations
were conducted in the NVE ensemble in a box of size 59� 59�
59 Å3 with a grid of 643 for the reciprocal space calculations. We
also used the most accurate interpolation option for real space
electrostatic calculation (quadratic interpolation with a table of
4096 entries). This explains why the performance on the GPU is
not so impressive in this case. The time step was 1 fs. The total
number of particles was 20 235. The calculations on the GPU
took 12.20 ms/step for nonbonded interactions and 1.12 ms/
step for the generation of the list. The reciprocal summation was
the most expensive calculation conducted on the CPU (with
three threads): 8.32 ms/step, followed by SHAKE (1.62 ms/
step), the Verlet integration (no RESPA was used in the present
example; 0.40 ms/step), and covalent interactions (0.23 ms/
step). The overall speed of this simulation of a peptide solvated in
a large box of water was 3.7 ns/day
The single precision run on one core in this case produced 426

ps per day. This is about a factor of 9 slower than the CPU/GPU
system.

Table 1. Summary of the Computational Costs Required to Run Different Components of MOIL-opt for Different Molecular
Systemsa

Nb real Nb recip list gene SHAKE total

DHFR(23 536 atoms) 7.80 ms/step 7.19 ms/step 1.24 ms/step 2.47 ms/step 4.5 ns/day

membrane (38 802 atoms) 16.40 8.3 2.16 1.76 3.18

peptide I (20 235 atoms) 12.20 8.32 1.12 1.62 3.7

Trp zipper (5847 atoms) 2.2 1.73 0.5 0.41 45.0

peptide II (2690 atoms) 1.30 0.23 0.20 0.13 44.1
aOnly the components with highest costs are shown. The cost is expressed in milliseconds per step with the exception of the last column (nanoseconds
per day). The results in this table were obtained using four cores in a CPU. For peptide I, only three cores were used. “Nb real”means the real part of the
nonbonded interactions, which is computed on the GPU. “Nb recip” is the Ewald reciprocal sum which is calculated on the CPU. “list gene” is the
generation of the neighbor list computed on the GPU. “SHAKE” is the enforcement of constraints, typically keeping water molecules rigid and fixing
bond lengths between pairs of particles, one of which is hydrogen atom. The “total” is the number of nanoseconds produced in a day of calculation. See
the text for more details on the simulations.
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III.4. Tryptophan Zipper (SWTWEGNKWSWK). In this sol-
vated system, we have a total of 5847 particles, with 1875
TIP3P water molecules. The box size was 40 � 40 � 40 Å3,
and only 163 mesh points were used for the reciprocal sum.
The time step was 2 fs, and no RESPA integration was used.
MSHAKE and SHKL were used. The cutoff distances were 9.0
and 8.5, respectively, and the nonbonded list was updated
every seven steps. The system with four OpenMP threads
produces 45 ns/day. Interestingly, 35.5% of the CPU/GPU
calculations are conducted asynchronously. Real space non-
bonded interactions require 2.2 ms/step (GPU), and generat-
ing the nonbonded list required 0.50 ms/step (GPU). On the
CPU, we have the covalent forces (0.14 ms/step), the reciprocal
sum (1.73 ms/step), SHAKE (0.41 ms/step), and Verlet inte-
gration (0.19 ms/step).
The one core single precision calculation yielded 3.8 ns per day

in this case with the same input (2 fs time step), indicating a
factor of ∼12 speedup.
III.5. Solvated Cyclic Peptide (CA4C) (Peptide II). This is a

particularly small system of only 2690 atoms (including 882
water molecules). The system is embedded in a box of 30.13 Å3

with only 163 grid points for the PME calculations. The cutoffs
were 10 Å and 9 Å. MSHAKE was used for water molecules. The
time step was 1 fs, and RESPAwith a second step of 4 fs was used.
It was conducted in the NVE ensemble. Four threads were
effective in this calculation, producing 44.1 ns/day.
The one core single precision calculations yielded in this case

3.6 ns per day. We obtained here a speedup of more than a factor
of 10. This is a gratifying result, since the system is small,
suggesting that our optimization is not restricted to particularly
large systems.
III.6. Parameter Choices, Different Options, and Energy

Conservation. In this section, we focus on the results of the
DHFR system, which is a standard benchmark in the field and
describe a variety of acceptable options. We provide a deeper
analysis of some of our computer experiments.
III.6.1. Lookup Tables. Consider first different choices for a

lookup table. The lookup table can be made very dense (a large
number of points) with an interpolation scheme between the
points that is simple and cheap. Indeed, NAMD7b is using a

linear interpolation scheme for their lookup table and places
the table in the texture memory. This is an effective choice.
However, improvement can be made in efficiency and accu-
racy. Linear, dense tables are too large to be placed in the
shared memory. Instead of a highly dense interpolation
scheme, an alternative is to use significantly smaller number
of table entries and use a more accurate, quadratic interpola-
tion (see Supporting Information A and C). A sufficiently
smaller table can fit into the shared memory. The disadvantage
of quadratic interpolation is that it requires more calculations.
However, since memory access is so crucial, additional calcula-
tions while having the data in rapidly accessed memory
positively influenced the performance. Figure 3 illustrates
some of these considerations
III.6.2. Energy Conservation. To better appreciate the compro-

mises between accuracy and speed, we performed the following
estimates of the energy drifts. The calculations presented below
compute the reciprocal sum of PME in different grid sizes (32, 52,
64) and precisions (double and single). MSHAKE (Matrix
SHAKE on water molecules) is always included. The use of
SHAKE on all bonds, or light atoms, or not at all is considered.
The calculations use RESPA with 4 fs for integration of the
reciprocal force and 1 fs for integrating over all other forces. As
mentioned earlier, a better partition of the nonbonded forces to
slow and fast components is possible16 and is likely to further
influence energy conservation (while requiring more computer
resources). Such a study is a topic of future work. The drift in
energy is estimated from a linear fit of the relative drift as a function
of the time from nanosecond simulations (Figure 4).
If the drift is exceptionally small (as is the case in the most

conserving options), the slope is hard to estimate, and it is ill
determined. This is because it is close to zero, and even small
fluctuations of the overall energy will cause significant change
(with respect to zero). However, for most cases that show
significant drift, the linear fit can be done accurately. We report
the expected drift (using linear interpolation) on the microsecond
time scale since this is the time scale we all want to be using, and
the fits are indeed close to linear. The drift is expressed by the
percentage of total change per microsecond (the total energy is
about �60 000 kcal/mol). For comparison, we also provide the

Figure 3. Timing in ms/step for calculations of nonbonded interactions for different GPUs and different options for lookup tables. The rest of the
calculations in the GPU presented in this paper were done on the GTX480. The numbers below include force calculations and communication between
the GPU and the CPU. Quad-256 is a table with quadratic interpolation of 256 entries that resides in the shared memory. It is the fastest option and
retains acceptable accuracy (Table 2). Quad-4096 is a quadratic table with 4096 entries, which is our most accurate option and only moderately more
expensive than the other options. It is too large to fit in the shared memory and resides mostly in the texture memory. Lin-8000 is a linear interpolation
scheme that resides mostly in the texture memory and offers no advantage, accuracy- or speed-wise, compared to Quad-256. Coalescing the data is
critical. If the data of the nonbonded list matrixMij are not coalesced, then running on GTX480 the Quad-4096 option increases the time from 9.9 to
16.5 ms.



3080 dx.doi.org/10.1021/ct200360f |J. Chem. Theory Comput. 2011, 7, 3072–3082

Journal of Chemical Theory and Computation ARTICLE

drift reported by the authors of ACEMD in ref 8. We comment
that ACEMD was reported to achieve 17.55 ms/step for one core
and one GPU while we are using 38.10 ms/step. ACEMD
parallelizes the reciprocal sum of the PME on the GPU. We
however parallelized the PME on the CPU. Using a single core

means that the PME in MOIL is run serially. We are therefore
slower by about a factor of 2, but the energy conservation of our
code as is shown in Table 2 is clearly better. Energy drifts reported
for other leading programs25 seem at least as high as those for
ACEMD, even though a GPU was not used in the former cases.
The factors that influence energy conservation are (i) the

accuracy of the lookup table, controlled by the number of entries
and the level of interpolation, we consider linear interpolation
with 8000 entries and quadratic interpolation with 4096 and 256
table entries; (ii) single/double precision calculations of the
PME; (iii) the cutoff distance; (iv) single or double precision of
the summation of real nonbonded force on the GPU; and (v) the
use of SHKL versus shaking all bonds.
The two most important factors to achieve good energy

conservation on the submicrosecond time scale are the accuracy
of the PME reciprocal sum and the SHAKE calculations. Both
must be conducted at double precision. At present, we also use
double precision arithmetic in the calculation of the covalent
energies and forces and in the numerical integration of the
equations of motion, since the computational cost of these terms
is negligible and there is no reason not to use double precision. In
fact, the only term that is not conducted at double precision in
our code is the calculation of real space nonbonded interactions
(on the GPU). Executing the final sum of these interactions at
double precision helps and brings energy conservation to the
microsecond domain, but at some computational cost.
We comment that in milestoning calculations of long time

kinetics the trajectories used are relatively short. For example, in
the calculation of the recovery stroke in myosin (a millisecond
process). only subnanosecond trajectories were used.4 Hence,
energy conservation on the nanosecond time scale may be

Figure 4. Energy drift for DHFR expressed as a percentage of the
relative error. We plot [100((Et � E0)/E0)] (where Et is the energy at
time t and E0 is the initial energy) as a function of time given in
nanoseconds. Data are obtained from 10 ns simulations. Blue squares
correspond to the sixth entry in Table 2 (PME 64SP, Quad-4096, NB
Force add SP, SHAKE all bonds). Green triangles correspond to the first
entry in Table 2 (PME 64DP, Quad-4096, NB Force addDP, SHAKE all
bonds), and orange hourglasses correspond to the third entry in Table 2
(PME 64DP, Quad-4096, NB Force add SP, SHAKE all bonds). The
linear regression lines (same colors) can be interpolated to 1000 ns to
get the drift per microsecond (values in column 6 of Table 2). Since |E0|
is∼60 000, an increment on the y axis of 0.01 is about 6 kcal/mol. Note
the significant drift when particle meshed Ewald is computed in single
precision (PME 64SP). Note also the small improvement obtained
when the nonbonded interactions are added on the GPU in double
precision (NB Force add DP). The linear fits of the green and orange
curves have significant error in their linear slopes. The error of the linear
slope of the blue curve is smaller.

Table 2. Summary of Different Run Options and Their Effect on the Observed Energy Drifta

lookup PME cut (box-calcd) NB Force add SHAKE B/L (tol 10�12) DRIFT (% μs)

Quad-4096 DP64 10.37�9.5 DP B 0.016

Quad-4096 DP64 9.8�9.0 DP L 0.053

*Quad-4096 DP64 10.37�9.5 SP B 0.27

Quad-4096 DP64 8.89�8.5 SP B 0.52

Lin-8000 DP64 10.37�9.5 SP B 0.82

*Quad-4096 SP64 10.37�9.5 SP B 3.2

Quad-256 SP32 8.89�8.5 SP L 2.4

Quad-256 DP32 8.89�8.5 SP L 0.84

**Quad-256 DP32 8.89�8.5 SP L �0.60

**Quad-256 SP52 8.89�8.5 SP L 3.57

**Quad-256 DP52 8.89�8.5 SP L �0.30

Lin-8000 SP32 N/A-8.9 SP NO 40.

Quad-4096 SP32 8.89�8.5 SP NO 43.0

*Quad-4096 DP64 9.8�9.0 SP NO 32.0

ACEMD NO 10.15
aA “*” in the lookup column indicates that the run was done on GTS250. The symbol “**” is for runs on the GTX470. The rest of the runs were
conducted on GTX480. The energy drift is expressed as a percentage of the total change in a microsecond. Quad-4096 is a table lookup for non-bonded
interactions with 4096 entries. Lin-8000 is a lookup table that is using linear interpolation. Quad-256 is a table with 256 entries that is using quadratic
interpolation. The PME calculation is done either in double precision (DP) or in single precision (SP). The cut provides the two cutoff distances that are
used in MOIL. The NB Force option is the use of single precision or double precision in adding the non-bonded interactions. SHAKE B/L are the
options of SHAKING all bonds (B) or just light particles (L), which usually means hydrogen atoms. The tolerance of the SHAKE algorithm is fixed at
10�12 relative error and the reciprocal sum of PME at 10�9. Note that the first row in the table is themost accurate option, and the observed drift is within
the noise level. Note also the horrible drift seen with 1 fs time step and without the application of SHAKE (all water molecules are kept rigid with aMatrix
SHAKE algorithm). ACEMD results are taken from reference 8 for a 1 fs time step. Note that we tried two grid sizes for the reciprocal sum calculations,
grid sizes of 32 and 64 points at each Cartesian direction. The effect on energy conservation was very small. Grid size impacts, however, pair correlation
functions, and an appropriate choice must be made for the specific system at hand. See the text for more details.
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sufficient for the theory-based long time dynamics and kinetic
calculations of MOIL.

IV. CONCLUDING REMARKS

We describe an implementation of MOIL-opt, a version of the
dynamicsmodule of the programMOIL11 that was ported to a high
performance laboratory tool, namely, a CPUwith several cores (we
used up to four) and a GPU card. The new features of the present
version include a novel implementation of a lookup table, careful
partitioning of the work between the GPU and a shared memory
multicore system, and a detailed analysis of the energy conservation
of the simulation. It is shown that the prime factor for successful
energy conservation is the calculations of the reciprocal space of the
Ewald summation at double precision. The double precision
summation of the nonbonded interactions on theGPU comes next.

MOIL strongly emphasizes the calculations of reaction mechan-
isms and kinetics. It provides a set of tools to compute reaction paths
and approximate long time trajectories and more recently also the
tools ofmilestoning. Using amidrange graphic card, a system can be
built that provides both high-end performance and accurate en-
ergies. Sampling correctly from the microcanonical ensemble and
the production of energy conserving trajectories is necessary for
estimatingmicroscopic time scales and rates. Others used stochastic
dynamics to overcome the energy drift. However, it is not clear if
stochastic dynamics, which employs a basic integrator that does not
conserve energy even at the zero friction limit, produces configura-
tions with probability p(x) proportional to exp(�U(x)/kT). This is
in contrast to a Monte Carlo algorithm in which by rejections and
acceptances of steps the Boltzmann distribution is enforced.

We emphasize that we do not object (of course) to stochastic
dynamics obtaining sampling from ensembles other than microcano-
nical if the differential equations are solved exactly. However, informa-
tion aboutmicroscopic kinetics is better obtained frommicrocanonical
calculations. Even if the canonical ensemble is obtained, the additionof
stochastic forces can significantly affect the time scale of the processes
we study. For example, in the strong friction limit, the rate constant is
inversely proportional to the friction coefficient of the Langevin
equation. The friction coefficient is typically determined as a phenom-
enological (not microscopic) parameter.

The programMOIL including the recent addition to it,MOIL-opt,
is freely available from http://clsb.ices.utexas.edu/prebuilt/.
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ABSTRACT: We investigate melting behavior of water clusters (H2O)N (N = 7, 8, 11, and 12) by using multicanonical-ensemble
molecular dynamics simulations. Our simulations show that the melting behavior of water clusters is highly size dependent. Based on
the computed canonical average of the potential energy and heat capacity CV, we conclude that (H2O)8 and (H2O)12 exhibit first-
order-like phase change, while (H2O)7 and (H2O)11 exhibit continuous-like phase change. Themelting temperature range for (H2O)8
and (H2O)12 can be defined based on the peak position of CV(T) and dCV(T)/dT (where T is the temperature). Moreover, for
(H2O)8 and (H2O)12, the solid- and liquid-like phases separate temporally in the course of simulation. In contrast, no temporal
separation of solid- and liquid-like phases is observed for (H2O)7 and (H2O)11. In light of the notable temporal separation of solid- and
liquid-like phases for(H2O)8 and (H2O)12, an alternative computer approach for estimating themelting temperature range is proposed
based on the time-dependent Lindemann parameters. We find that the melting temperature range estimated from both definitions is
consistent with each other for (H2O)8 and (H2O)12 but not for (H2O)7 and (H2O)11. We also find that the melting behavior of small
water clusters can be conveniently assessed if the energy differences of neighbor-sized clusters at zero temperature are known.

1. INTRODUCTION

Freezing of bulk water is a classical example of the first-order
phase transition. Even in highly confined systems, e.g., when water
is confined to a carbon nanotube or between two graphene sheets
with a nanoscale separation, the freezing transition is still the first
order but can become continuous under certain conditions due to
the confinement effects.1,2 On the other hand, for finite-size
systems, such as molecular or atomic clusters, the melting-like
phase change can be dramatically different from their bulk counter-
parts. The first experimental evidence of size-dependent melting
behavior in atomic clusters was reported by Schmidt et al.3 More
recently, Jarrold and co-workers have observed that small gallium
and tin clusters melt at temperatures higher than the melting
temperature of bulk metals.4,5 Although the melting behavior of
clusters is strongly size dependent, it would be desirable to seek
some generic features on their phase-change behavior.

Small water clusters have attracted considerable interest because
the underlying intermolecular interactions and hydrogen-bonding
dynamics can bemore precisely described on themolecular level in
these finite-size systems. In turn, the study of the finite-size water
clusters provides more accuratemodels of water, whichmay lead to
improved understanding of bulk water.6�24

Unlike bulk matters, it has been shown that different “phases”
can coexist in clusters dynamically without showing phase
separation.25,26 Indeed, dynamical coexistence and reversible struc-
tural change have already been observed in simulations of (H2O)6,
(H2O)8, and (H2O)20 water clusters by a number of research
groups.6,15,16,27 Tsai and Jordan6 perhaps were the first to show a
simulation evidence of the solid-to-liquid like transition in (H2O)8
clusters. Later, Laria et al.15 demonstrated that the transition
between liquid and solid (H2O)8 did not involve the passage over
an energetic barrier. Shin et al.18 and Frantsuzov et al.22 have
investigated quantum effects on the melting of (H2O)8 cluster.
Both groups have shown that the quantum effects shift the melting
temperature toward a lower value, about 8�25 K below the value

obtained from the classical simulation for (H2O)8. On the other
hand, for small-sized water clusters with odd number of molecules,
such as (H2O)7, Tharrington and Jordan16 have shown that they
typically do not undergo a well-defined melting transition; in
particular, (H2O)7 may display “glass-like” behavior. Today, it
has been well established that the dynamical coexistence in small
clusters is due to the existence of many local minima on the
potential energy surface, and as such, it can be difficult to exactly
compute the heat capcity from conventional molecular dynamics
simulation. Since the heat capacity is a very important parameter to
characterize phase transition, in this study, we have employed an
efficient simulation method, namely, the multicanonical (MUCA)-
ensemble method to compute the canonical average of heat
capacity. The MUCA-ensemble method was originally developed
byBerg andNeuhaus28,29 and later extented toworkwithmolecular
dynamics (MD) simulation methods.30,31 Compared to conven-
tional MD methods, the MUCA-MD can sample a wider range of
potential energy surface without having the system trapped in local
minima. In a previous study, we investigatedmelting behavior of the
Lennard-Jones clusters using the MUCA-MD method.32 Here,
based on the MUCA-MD simulations, we show that small water
clusters entail much richer melting behaviors than small LJ clusters.

2. MODEL AND SIMULATION METHOD

The TIP4P water model33 is used in all simulations, and the free-
boundary condition is applied in the MD simulations. Initial
coordinates for molecules in water clusters are taken from the
CambridgeCluster Database34 which provides the globalminima of
the clusters at 0 K. Initial velocities of molecules are set such that the
momentum, and the angularmomentumof the clusters are zero. To
integrate Newton’s equations, the velocity Verlet algorithm with
SHAKE/RATTLE method is adopted.

Received: July 1, 2011
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The MD simulations are performed in both the MUCA and
conventional canonical ensembles. Nos�e�Hoover thermostat is
applied to control the temperature of the systems. In the
simulations, if the distance between the center of mass of
molecules becomes greater than 30 Å, the system is viewed as
under evaporation, and the simulation will be restarted with the
same initial positions for the molecules but with different initial
velocities. We have also examined an alternative criterion for
defining a water cluster, namely, if the O�O distance is within
4 Å, the two relevant water molecules are viewed as being in the
same cluster. A test simulation confirms that the two cluster
criterions are consistent with one another.

For each size of clusters, a number of simulations with
different (given) multicanonical weight factors are performed.
At the end of simulations, results for cluster of the same size are
combined by using the weighted histogram analysis method35�37

to calculate the density of state n(E), where E is potential energy.
The simulations are repeated until n(E) is converged. Once n(E)
is known, the canonical average of a physical observable A(E) at
given temperature T is given by

ÆAæT ¼
∑
E
AðEÞnðEÞ expð � E=kBTÞ

∑
E
nðEÞ expð � E=kBTÞ ð1Þ

Based on eq 1, the average potential energy ÆEæT can be calculated.
To estimate the melting temperature of (H2O)N clusters, we
calculate the heat capacity at constant volume CV and the
temperature derivative dCV/dT based on the following equations:

CV ¼ ÆE2æT � ÆEæ2T
kBT2

þ 3NkB ð2Þ

dCV

dT
¼ ÆðE� ÆEæTÞ3æT

k2BT4
� 2ÆðE� ÆEæTÞ2æT

kBT3
ð3Þ

where ÆEæT, ÆE2æT, and ÆE3æT are computed using eq 1.

3. RESULTS AND DISCUSSION

3.1. Static Properties. The computed canonical average of
potential energy E, heat capacity CV and the temperature derivative
dCV/dT are summarized in Figure 1. Two distinct types of curves
can be seen in Figure 1: For (H2O)8 and (H2O)12, the peaks of CV

can be easily identified at 181.6 and 164.6 K, respectively, in
Figure 1b; and the corresponding S-shaped curves of dCV/dT can
be observed in Figure 1c. Similar bahavior of the CV�T curve has
been reported previously by Tharrington and Jordan.16 For (H2O)7
and (H2O)11, however, no apparent peaks are seen in the CV�T
curves. Instead, modest peaks in the dCV/dT curves are observed at
122.5 and 163.6K, respectively in Figure 1c.There is no clear change
of slope in the potential energy curves in Figure 1a. According to the
Ehrenfest classification, the first-order phase transition exhibits a
discontinuity (like a step function) in the first derivative of the free
energy, such as the potential energy, so that the heat capacity curve
should exhibit a very sharp peak, like aδ function. The second-order
continuous phase transition is continuous in the first derivative of
the free or potential energies but exhibits a discontinuity in the
second derivative of the free energy, such as the heat capacity. For
finite-size cluster systems, the sharp discontinuity is smeared out due
to the finite-size effect, resulting inmore broad peaks forCV or dCV/
dT curves.38 Thus, based on calculation of the canonical averaged E,

CV and dCV/dT, we suggest that the first-order-like melting
transition occurs for (H2O)8 and (H2O)12 and continuous-like
melting transition occurs for (H2O)7 and (H2O)11.
Due to the finite-size effects, the melting transition of small

clusters does not occur at a single temperature but within a
temperature range.38 Hence, definitions of melting temperature
are no longer unique. One possible definition (or CV based
definition) for the melting temperature range associated the
first-order-like phase change can be that between the position of
the dCV/dT peak and the position of CV peak. For clusters
exhibiting continuous-like melting transition, such as (H2O)7
and (H2O)11, one arbitrary CV-based definition for the melting
temparature could be the position of the dCV/dT peak. In previous

Figure 1. The canonical average of (a) potential energy E, (b) heat
capacity CV, and (c) the temperature derivative dCV/dT.

Figure 2. Estimated melting points for each size of small water clusters.
For (H2O)7 and (H2O)11, the melting points are defined by the peak
position of dCV/dT, while for other sizes, the melting points are defined
by the position of CV peak. The water model is TIP4P, except “Adeagbo
and Entel, 2004 (density functional-based tight binding)”.
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simulations, Pedulla and Jordan calculated CV of (H2O)6 and
(H2O)8 using Monte Carlo simulation.11 Later, Wales and
Ohmine7 revealed the alternation of liquid- and solid-like behavior
of TIP4P (H2O)8 cluster in the course of computer simulation.
Their estimated melting temperature was about 190 K. Rodriguez
et al.12 monitored phase transition behavior of water clusters by
following the temperature dependence in dipole moments, num-
ber of hydrogen bonds, and Lindemann’s parameter. They found
themelting temperature of TIP4P (H2O)8 cluster was about 160K.
Tharrington and Jordan also estimated the melting temperature
of TIP4P (H2O)n=6�9 based on the position of theCV peak using
the parallel-tempering Monte Carlo method.16 They found the
melting temperature of TIP4P (H2O)8 cluster was about 215 K,
higher than those reported previously. Note that Tharrington and
Jordan used a constraining sphere (with radius 4.25 Å) to prevent
evaporation. This constraining sphere may inccur some effective

Table 1. Summary of Estimated Melting Temperature
Ranges

N CV peak, K dCV/dT peak, K Lindemann parameter, K

7 � 122.5 100�120

8 181.6 165.3 165�180

11 � 163.6 110�130

12 164.6 149.0 150�160

Figure 3. Calculated ΔN, based on eq 4, for each cluster. It has the
maximum values at N = 8 and 12, and the corresponding global-
minimum structures are stable. It has the minimum values at N = 7
and 11, and the corresponding global-minimum structures are unstable.

Figure 4. (a) Snapshots of typical structures at two different times, one
corresponding to relatively high-energy state and another corresponding
to low-energy state (b) potential energy evolution E(t), and (c) the
Lindemann parameter δL(t) for (H2O)7 at 120 K. E(t) and δL(t) are
averaged value over every 2.5 ps. No apparent two states (high- and low-
energy states) are observed.

Figure 5. (a) Snapshots of typical structures at two different time, one
corresponding to high-energy (liquid-like) state (phase) and another
corresponding to low-energy (solid-like) state, (b) potential energy
evolution E(t), and (c) the Lindemann parameter δL(t) for (H2O)12 at
150 K. E(t) and δL(t) are averaged value over every 2.5 ps. A temporal
intermittency between two states (phases) is clearly seen in (b) and (c).
Two horizontal dashed and dotted lines in (c)mark a threshold range for
δL,th defined to be within 0.30�0.34 Å.
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“pressure” on the (H2O)8 cluster, thereby leading to a higher
melting temperature for the TIP4P (H2O)8 cluster. Adeagbo and
Entel estimated the melting temperature based on the Lindemann
parameter computed from both classical MD and density func-
tional tight-binding (DFTB) simulations.17 Despite the estimated
melting temperature of TIP4P (H2O)8 cluster ranges from 160 to
215 K among different studies (see Figure 2), the qualitative
features of theCV�T curves from all simulations are the same. The
estimated melting temperature ranges or melting temparature are
summarized in Table 1.
To gain more insights into the size-dependent phase change,

we compute the energy differenceΔN of neighbor-sized clusters,
given by the following equation:

ΔN ¼ EminðN þ 1Þ þ EminðN � 1Þ � 2EminðNÞ ð4Þ
whereEmin(N) is the potential energy of the globalminimumat 0K
published previously.34,39,40ΔN corresponds to d2Emin(N)/dN

2 or
the curvature of Emin(N). The results are plotted in Figure 3, where
the four clusters considered in this study are marked by red circles.
Clearly, ΔN shows the highest values for N = 8, 12 but the lowest
values for N = 7, 11. We suggest that when ΔN is greater than
20 kJ/mol, like (H2O)8 and (H2O)12, the corresponding global-
minimum structure is very stable, and once the system is trapped in
this structure it is difficult to see a phase change for the system.On the
other hand, when ΔN reaches a large negative value (beyond�15),
like (H2O)7 and (H2O)11, the corresponding global-minimum
structure is relatively unstable, and the system cannot be trapped
in this structure. Hence, the magnitude ofΔN value offers a guide
to the melting behavior (first-order- or continuous-like) for small
water clusters. In addition, we have attempted to examine whether
themelting temperature of water clusterswould converge at certain
size. To this end, we have performed several independent simula-
tions to estimate melting temperature of water clusters with size
N = 6, 9, 10, 13�19. Interestingly, we find that the melting
temperature of (H2O)N clusters seems to converge towords 180 K
as the size increases (see Figure 2).

3.2. Time-Dependent Properties. To gain additional insights
into the size-dependent melting behavior, we further analyze the
time-dependent potential energy E(t) and the Lindemann para-
meter δL(t) of the system in the canonical ensemble. To this end,
either 100.05 or 80.05 ns total simulation time is used, in which the
initial 0.05 ns is for relaxing the system and is thus excluded from the
analysis. The Lindemann parameter δL(t) is given by the equation:

δLðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N ∑

N

i¼ 1
½ r2Oi

ðtÞ� �
τ
� rOiðtÞh i2τ�

s
ð5Þ

whereN is the number of particles in the cluster, rOi
(t) is the oxygen

position of molecule i, and Æ 3 3 3 æτ denotes the time average over a
time interval τ (in this study, τ = 2.5 ps). E(t) is also averaged over
2.5 ps time interval.
Results of (H2O)7 at 120 K are shown in Figure 4. The two

snapshots shown in Figure 4a, one corresponding to relatively high-
energy state at t = 18.0 ns and another corresponding to low-energy
state at t = 24.0 ns, do not show notable difference, suggesting that
(H2O)7 can easily change its conformation structure. Hence, the
melting behavior of (H2O)7 is difficult to discern, which is also
reflected by the feature-less behavior of E(t) and δL(t). Similar
melting behavior is observed for (H2O)11. Results of (H2O)12 at
150 K are shown in Figure 5. Unlike (H2O)7, a temporal inter-
mittency between two states is clearly seen, one state is the high-
energy (liquid-like) state (phase) and the other is the low-energy
(solid-like) state. This means that the cluster exhibits phase change
back and forth in the course of simulation, as shown by two typical
snapshots in the system, one at t= 12.0 ns and another at t = 18.0 ns
(Figure 5a). Note that this temporal separation of low- and high-
energy structure in (H2O)12was also observed in (H2O)20 at 120K
by Nishio and Mikami.27 Moreover, the time-dependent Linde-
mann parameter δL(t) shown in Figure 5c suggests that the system
stays in the low-energy solid-like state longer than in the high-
energy liquid-like state. Based on this observation, we assign a
threshold region for δL(t), that is, 0.30�0.34 Å. Note that the

Figure 6. Fraction of time for the system being in the liquid- or solid-like state, determined based the threshold value δL,th = 0.30, 0.32, and 0.34, respectively. If
δL(t) < δL,th, then the cluster is viewed to be in the solid-like state, and if δL(t) > δL,th, then the cluster is viewed to be in the liquid-like state.
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lattice constant of bulk ice is about 3 Å. Hence, 10% of the lattice
constant of bulk ice is a sensible parameter to distinguish liquid and
solid phases. Using threshold values δL,th = 0.30, 0.32, and 0.34,
respectively, the fraction of time for the system in the solid- and
liquid-like states can be estimated. IfδL(t) <δL,th, then the cluster is
viewed as in the solid-like state, and if δL(t) > δL,th, then the cluster
is viewed as in the liquid-like state. The results at various tempera-
tures are summarized in Figure 6. Based on the estimated fraction of
time ft

s and ft
l for the system being in solid- and liquid-like states,

we propose another possible definition for the melting temperature
range, that is, the temperature range between the crossing points
(f t
s = f t

l = 0.5) for δL,thr = 0.3 and 0.34. Newly estimated melting
temparature ranges are given in Table 1. For (H2O)8 and (H2O)12,
we find that the newly estimated melting temperature range is
consistent with that based on the position of CV and dCV/dT peak.
However, for (H2O)7 and (H2O)11, the newly estimated melting
temperature range is notably lower than the melting temperature
estimated based on the position of dCV/dT peak. Hence, the latter
may be viewed as an upper limit for the melting temperature of small
water clusters that shows the second-order-like phase change.

4. CONCLUSION

We have employed the multicanonical-ensemble molecular
dynamics simulation method to investigate melting behavior of
small water clusters (H2O)N (N = 7, 8, 11, 12). Our simulations
confirm that the melting behavior of small water clusters is highly
size dependent. In particular,(H2O)8 and (H2O)12 exhibit first-
order-like phase change, while (H2O)7 and (H2O)11 exhibit
continuous-like phase change. Moreover, for (H2O)8 and
(H2O)12, the solid- and liquid-like phases separate temporally in
the course of simulation. In contrast, no temporal separation of
solid- and liquid-like phases is observed for (H2O)7 and (H2O)11.

We have proposed two definitions for estimating the melting
temperature range associated with the first-order-like phase
change: one based on the peak position of CV(T) and dCV/dT
and another based on the time-dependent Lindemann para-
meters (in view of notable temporal separation of solid- and
liquid-like phases in these clusters). We find that the melting
temperature range estimated from both definitions are consistent
with each other for (H2O)8 and (H2O)12. Finally, we suggest that
the melting behavior of small water clusters can be conveniently
assessed if the energy differencesΔN of neighbor-sized clusters at
zero temperature are known.
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ABSTRACT: The multireference (MR) double electron attached (DA) coupled cluster (CC) method with full inclusion of the
connected triple excitations has been applied to study various kinds ofMR situations. TheMR-DA-CCSDT (S, Singles; D, Doubles;
T, Triples) equations have been derived and implemented in an efficient way with n6 scaling for the target multireference states.
They can be used for producing potential energy curves (PECs) for some classes of molecules, e.g., when double molecular cations
separate into two closed shell fragments, illustrated with the example of the Na2 molecule. Correct PECs have also been obtained on
dissociation of the N�N and C�C bonds in N2H4 and C2H6 molecules, respectively. Another application is the behavior of the
molecular energy when we change dihedral angle in the ethylenemolecule: with theMR-DA-CC, we see immediate improvement of
the results with smooth, cusp free, behavior around the 90� region.

’ INTRODUCTION

The equation-of-motion coupled cluster (EOM-CC)1�12

method has been shown to be a very useful tool in the study of
excited, ionized, and electron attached states with many
applications.13�17 However, there is no systematic treatment of
the double ionized or doubly electron attached states. The EOM-
CC formalism developed for the double ionization (DI) and
double electron attachment (DA) issues is no more complicated
than those derived for the ionization potential (IP) and electron
attachment (EA) or excitation energy (EE) problems and can
even have lower computational scaling. But in order to achieve
tractable equations, we need to take advantage of the various
factorization procedures which formally complicate the equa-
tions but significantly reduce the computational effort.

Another reason why the DA and DI problems have attracted
less attention is that their experimental verification is more
difficult. However, both DI and DA approaches can be success-
fully used—as we are going to show in this work—to evaluate
other molecular properties than direct DA values. The terminol-
ogy multireference (MR) DA-CC pertains to approximations
that can be made in R that are similar to those in MR configura-
tion interaction (CI) and found to be quite important but lie
outside the standard approximations anticipated in EOM-CC.
The first is to have different levels of excitation operators in R and
in T,18 and this, in particular, provides aMR-DA-CCSD (S, Singles;
D, Doubles) solution that is virtually identical to MR-DA-CCSDT
(T, Triples), at ∼n2 less cost.

In previous work, we developed the EOM-CC scheme for DI
calculations (DI-EOM-CC=MR-DI-CC)19 (see also similar the-
oretical works20,21). The double ionization potential quantities20�27

are inmany cases experimentally available, for example, via Auger
spectroscopy, double charge transfer spectroscopy (DCT), and/
or treshold photoelectron coincidence spectroscopy (TPEsCO).
Much less attention has been paid to the DA topic since the latter
represents a more complex problem from the experimental
viewpoint, and also the theoretical apparatus used to extract

the required quantities from the experimental data is much more
involved.22,28�30 However, DA calculations, including some
earlier work based on the similarity transformed EOM
(STEOM)22,28�30 limited to CCSD,22,28 are suited to generating
potential surfaces or for calculating excitation energies for some
systems with pronounced multireference character. The deter-
mination of excitation energies via the double electron attach-
ment scheme also corresponds to obtaining wave functions as
proper spin-eigenfunctions provided the doubly positive ion is
closed shell. This feature is extremely important for open-shell
systems, as even normal single-reference (SR), SR-CC theory is
notoriously hard to spin-adapt for such cases,31 not to mention
CC’s MR generalizations. Satisfying this spin property automa-
tically is a major computational and conceptual simplification.

In this paper, we present the explict equations to calculate DA-
EOM-CC and MR-DA-CC. Unlike other MR-CC methods, the
method lends itself to “black-box” application. We illustrate the
methods for several examples of bond-breaking into radical
products, while exclusively using restricted Hartree�Fock (RHF)
references and proper spin-eigenfunctions. We also address the
question of excitation energies for open-shell atoms and the
notorious example of twisted ethylene. Because of the favorable
treatment of essential effects of triple excitations, MR-DA-
CCSD=MR-DA-CCSDT provides a very economical descrip-
tion of traditional multireference problems with scaling no worse
than CCSD itself.

’THEORY

In the coupled cluster theory, the wave function |Ψoæ is
defined via the exponential Ansatz

jΨoæ ¼ eT jΦoæ ð1Þ

Received: March 22, 2011
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where T is a cluster operator and |Φoæ is the reference determi-
nant.Within the CCSDTmodel, the cluster operator is limited to
triple excitations T = T1 + T2 + T3 with the usual definition: Tk =
(k!)�2 ∑ab...∑ij...tij...

ab...{a†b†...ji}, where the indices a, b, ...(i, j, ...)
refer to virtual (occupied) one-particle levels. The Schr€odinger
equation is written in the formHN|Ψoæ =ΔEo|Ψoæ, whereHN =
H � ÆΦo|H|Φoæ and ΔEo is the correlation energy. The cluster
amplitudes, tij...

ab..., are obtained by solving the CC equations,
ÆΦij...

ab...|(HN eT)c|Φoæ = 0.
Within the EOM formalism, the k-state wave function (|Ψkæ)

is obtained by the action of an R(k) operator on the ground state
(GS) wave function (|Ψoæ):

jΨkæ ¼ RðkÞjΨoæ k ¼ 1, 2, ::: ð2Þ
The R(k) is linear (CI-like), and its choice depends on the
particular process. For the double electron attachment, it can be
expressed as (see Figure 1 for the diagrammatic form of it):

RðkÞ ¼ R2ðkÞ þ R3ðkÞ ð3Þ

where we limit the cluster expansion to the double and triple
components (the R1 part cannot be defined within the DA
formalism). The R(k) operator can be expressed through the
elementary creation�annihilation operators as

RðkÞ ¼ 1
2∑ab

rabðkÞfa†b†g þ 1
6∑abc∑i

rabci ðkÞfa†b†c†ig ð4Þ

Thus, for the double electron attachment problem, we create
electrons in levels a and b (R2(k)), or in addition, we add single
excitation from i to c (R3(k)). These single excitations are
sometimes called S1 in the following. The effect of {a†b†}
working on an n � 2 electron vacuum, which is a kind of “core”
vacuum, generates four determinants composed of two “valence”
orbitals that can become quasi-degenerate, thereby naturally
introducing the four determinant MR description of the pro-
blem. Then, S1 accounts for single excitations among these four
determinants, analogous to adding singles to a MR-CI. Such
terms are extremely important. In principle, further excitations
could be made from the “CI” side of the Ansatz. The choice of
orbitals to use in the n� 2 electron vacuum is arbitrary, andmany
different choices were considered in our prior paper.19 But, the
obvious choice for the DA case is HF core orbitals, since these do
not have most of the pathologies that can be encountered in the
DI problem.

The Schr€odinger equation for the double electron-attached
states (k = 1, 2, ...) can be written as

HNRðkÞjΨoæ ¼ ΔEkRðkÞjΨoæ ð5Þ
Taking advantage of the definition of the CCwave function, eq 1,
after simple algebra we arrive at the final EOM equation in the
form

H̅NRðkÞjΦoæ ¼ ωkRðkÞjΦoæ ð6Þ
where HN is the similarity transformed Hamiltonian defined as

H̅N ¼ e�T H eT � ÆΦoje�T H eT jΦoæ ð7Þ
and theωk =ΔEk�ΔEo is the energy change connected with the
double electron-attachment process.

In the matrix form, eq 6 can be written as

H̅NRðkÞ ¼ ωkRðkÞ
A diagonalization of the matrix HN in the subspace of double-
electron attached configurations provides required energies and
eigenvectors.

As is known,12 the single electron-attachment R operator
(presented as linear in the EOM formalism) can be obtained
also in the linear form via exponential expansion introduced in
the Fock space CC (FS-CC) theory,32�39 since all products of
S(1,0) in exp(S(1,0)) vanish, leaving just S(1,0) = R. This makes EA-
EOM-CC entirely linked, connected, extensive, and intensive for
principal EAs. For EE-EOM-CC, all excited states are intensive,
but since R(k) does not correspond to exp(S(1,1)),32,34,35,40 the
equations are not composed solely of linked diagrams. The same
refers to the double attached states (two valence sector in FS
formalism: (2,0)). But if deemed important, as shown in ref 41,
there is a possibility to eliminate this drawback of the EE-EOM-
CC theory via EOM-CCx (size-extensive EOM-CC) strategy
based on the Canonical Bloch Equation of FS-CC,42 but at the
cost of introducing a choice of “active orbitals”. We do not want
to do that here, since the transparency of the MR-DA-CC theory
to active orbitals is one of its primary advantages.

Figure 1. Diagrammatic form of the T, R, and H (i.e., Ik
n elements: n-

body with k annihilation lines) operators used in the MR-DA-CCSDT
method. Types of lines used in the definition of the T and R operators: p,
particle; h, hole.
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It is well-known thatHN is a non-Hermitian matrix, so there is
a left-hand eigenvector, L(k)HN = ωkL(k). Both L(k) and R(k)
eigenvectors have the same ωk eigenvalue, and both are needed
to obtain ordinary and transition density matrices.

Since the EOM scheme can be viewed in a CI-like way, it
can be reduced to the diagonalization of a matrix within the
appropriate configurational subspace. At the CCSD level for
the DA case, we diagonalize a smaller matrix than for the EA
problem:12

H̅ ¼ ½ÆDjH̅jDæ�
where D � Φab represents the Slater determinants correspond-
ing to the double electron attached configurations. At the
“triples” level, we would have an additional configuration of
the type T (� Φi

abc, i.e., double attachment is accompanied by
single excitation, S1, contributing to R):

H̅ ¼ ÆDjH̅jDæ ÆDjH̅jTæ
ÆTjH̅jDæ ÆTjH̅jTæ

" #

When we use a CCSD reference state but add R3 terms into R, we
get most of the benefits of triples without ever having to build the
CCSDT solution, which would add an ∼nocc

3 nvir
5 step in its

evaluation. That mixture of terms leads to the MR-DA-CCSD
viewpoint.
MR-DA-CC Working Equations. In this section, we present

explicit working equations for the MR-DA-CC method. This
requires solution of the standard CC equations to provide the
Tn amplitudes and then the construction of the H operator,
according to eq 7. To obtain the eigenvalues and eigenvectors of
the H operator, we employ a direct diagonalization scheme for
non-Hermitian matrices43 analogous to the standard Davidson
method.44 When the right-hand solutions are sought, the Da-
vidson scheme requires the product of the MR-DA-CC matrix
right multiplied by the amplitude vector R, i.e., HR. When R and
T correspond to the same level of excitation, MR-DA-CC = DA-
EOM-CC
We consider two models for the DA problem based on the

CCSD and CCSDT solutions. The former requires determina-
tion of the R2 (i.e., 2p; p, particle) amplitudes only and the latter,
both R2 (i.e., 2p) and R3 (i.e., 3p1h; h, hole).
DA-EOM-CC is exactly MR-DA-CCSD without S1 and is

quite simple. It is presented in Figure 2a in a diagrammatic form
and in Table 1 (in the CCSD section) in an algebraic form. At the
CCSDT level, the DA equations are muchmore complicated, see
Figure 2b or the lower part of Table 1. Note that to each term in
Table 1 the proper permutation of the external indices should be
applied, as indicated by the symbol P(.../...) (see the explanation
given in the footnote to Table 1). It should be explained also that
in Tables 1 and 2 we adopt the tensor notation, which implies
summation over repeated indices.
The form of H required for the construction and solution of

the MR-DA-CCSDT equations in their standard form involves
up to three-body elements. Emphasizing the many-body struc-
ture of H, we may decompose it into individual contributions as
follows:

H̅ ¼ I1 þ I2 þ I3 ð8Þ
We may rewrite the particular element, In, as the sum over
components Ik

n, where k indicates the number of annihilation

lines (see Figure 1):

I1 ¼ I11 þ I12
I2 ¼ I21 þ I22 þ I23
I3 ¼ I32 þ I33

ð9Þ

We skipped the H components with 0 annihilation lines since
they cannot be contracted with the R operators. Similarly, in the
last equation, the I1

3 term is omitted since it does not enter the
MR-DA-CCSDT model. The same refers to the I4

2 element of H

Figure 2. Diagrammatic form of the MR-DA-CC equations (A, MR-
DA-CCSD no S1 variant; B, MR-DA-CCSDT variant) in antisymme-
trized formalism for the standard version.

Table 1. MR-DA-CCSD no S1 and MR-DA-CCSDT Equa-
tions in Goldstone Formalism for Standard and Factorized
Version

expressiona

MR-DA-CCSD no S1

(HR)ab = P(a/b)[raeIe
b + 1/2refIef

ab]

MR-DA-CCSDT

(HR)ab = P(a/b)[raeIe
b + 1/2refIef

ab + 2rm
aefIef

bm � rm
aefIef

mb � rm
efbIef

am +

rm
abeIe

m � rm
aebIe

m]

(HR)i
abc = P(a/b)[raeIei

bc + 1/2ri
abeIe

c + 1/2rm
abcIi

m + ri
ebcIe

a + 1/2ri
efcIef

ab + ri
aefIef

bc �
rm
aecIei

bm � 1/2rm
abeIie

mc + rm
abeIei

mc � rm
aebIei

mc] + Fi
abc

Fi
abc b = P(a/b)[1/2refIefi

abc + 2rm
aefIefi

bmc � rm
aefIefi

mbc � rm
efbIefi

amc]

Fi
abc c = P(a/b)[1/2tmni

abcχmn � tmi
bcχam]

a Summation over repeated indices assumed on the right-hand side.
Summation indices belong to the set {e,f,m,n}. P(a/b) implies the sum of
two components differring by permutation of a and b. All elements ofH
(Itu...
rs... ) are defined in refs 11 and 12, whereas the intermediates (χt...

r...) are
defined in Table 2. b Standard version. c Factorized version.

Table 2. Algebraic Expression for the χ Intermediates Used in
the MR-DA-CCSDT Model

intermediate expressiona

χij + refvef
ij

χai + refIef
ai + 2rm

aefvef
im � rm

efavef
im � rm

aefvef
mi

a Summation over repeated indices assumed; summation indices belong
to the set {e,f,m}.
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in the second equation.We apply here our diagrammatic formalism,
which is discussed, for example, in refs 13 and 14.
The many-body type of theH elements expressed through the

It...
r... amplitudes are determined by the number of indices, i.e., Is

r,
Itu
rs , and Iuvw

rst , corresponding to the I1, I2, and I3 operators,
respectively. Note that the r,s,... symbols indicate general indices
being of either hole or particle character.
It is easy to also assign creation�annihilation character to the

particular Is 3 3 3
r 3 3 3 amplitude. The index referring to the annihilation

(creation) line is represented by the presence of the hole
(particle) symbol as a superscript or the particle (hole) symbol
as the subscript. To clarify this point, we give the following
definition of the Ik

n elements expressed through their regular,
antisymmetrized form:

I11 ¼ ∑
a, b

Iaba
†b þ ∑

i, j
Iij i

†j

I12 ¼ ∑
a, i
Iiai

†a

I21 ¼ ∑
a, b, c, i

Iacbi a
†c†ib

I22 ¼ ∑
a, b, c, d

Iabcd a
†b†dc þ ∑

a, b, i, j
Iajbia

†j†ib

I23 ¼ ∑
a, b, c, i

Iaicba
†i†bc

I32 ¼ ∑
a, b, c, d, e, i

Iabcdei a
†b†c†ied

I33 ¼ ∑
a, b, c, d, i, j

Iabjicd a
†b†j†dci

ð10Þ

All contributions to the elements of the H operator used in
the MR-DA-CC models proposed in this work are defined in
refs 11 and 12.

The MR-DA-CC equations assume that we use all required H
elements regardless of the complexity of a particular term. This
means that we employ all appropriate three-body terms. That
form of the MR-DA-CCSDT equations is presented diagram-
matically in Figure 2b and—in its algebraic form—in the b
equations in Table 1. Such a formulation of the MR-DA-CC
problem, although the most natural one, would result in higher
scaling of the computational procedure either in the H construc-
tion or in the solution of the EOM-CC equations. To avoid this,
we apply a factorization scheme which naturally accounts for the
difficult terms that involve the three-body H elements. These
terms are indicated in Figure 2b by the rectangles, and their
factorized construction is explained in Figures 3 and 4. Hence,
the diagram indicated by the letter a in the R3 equation in
Figure 2b is replaced by the contribution given in Figure 3a,
where the heavy horizontal line corresponds to the R amplitude
and the thin one to the T amplitude (see also Figure 1 for
definition of the operators). Thus, we avoid using any explicit
three-body H element in the R3 equation by construction of the
intermediate shown in Figure 4a and then by employing it in
the diagram on the right-hand side of the equation in Figure 3a.
The same procedure is applied to diagram b in Figure 2b. By the
intermediate, we understand throughout the paper the quantity
obtained by the contraction of the integral orH element with the
R operator.
The factorization procedure shown diagrammatically in Fig-

ures 3 and 4 is shown algebraically in Table 1, where the
contribution denoted by Fi

abc represents the terms corresponding
to the diagrams indicated by rectangles in Figure 2b. The
expression for Fi

abc is constructed in a standard, nonfactorized
way, engaging onlyH elements and R amplitudes, see Fi

abc b, or in
a factorized way, see Fi

abc c. The latter requires construction of the
intermediates χ defined in Table 2.
The factorization procedure makes the evaluation of the (HR)

quantities much more efficient. We should remember, however,
that the H elements are computed only once in the whole
process, while the intermediates must be recomputed in each
iteration. However, that is a most efficient step.
Approximations. As we can see, the equations for the DA

amplitudes are much simpler than those for the EA case.12 In
addition, the DA part scales only as n6(nocc

1 nvir
5 ) at the CCSDT

level. We also do calculations using theMR-DA-CCSD variant in
which the GS is the CCSD one (scaling n6(nocc

2 nvir
4 )) instead of

CCSDT (scaling n8(nocc
3 nvir

5 )), and in the EOM part we take R2
and R3 as in the full CCSDT model. For comparison purposes,
we also implement DA-EOM-CCSD(=MR-DA-CCSD no S1
variant). The DA part scales as n4(nvir

4 ), as it contains only the R2
equation (first two diagrams in Figure 2). Finally, we consider an
additional variant in which we replace the GS CCSDT45,46 with
an approximate version CCSDT-3,47 termed, MR-DA-CCSDT-
3. This variant relies on employing a rigorous treatment of R2 and
R3 with the ground state CC scaling as nocc

3 nvir
4 . The approximate

variant behaves in the same manner as its rigorous counterpart
(see the Results section), and it can be applied for larger systems
for which the effect of triples is essential. We may use the
approximate MR-DA-CCSDT-3=DA-EOM-CCSDT-3 method
without significantly lowering the accuracy.

’RESULTS

A. Twisted Ethylene. The newly implemented methods
are applied for the widely known twisted ethylene case48

Figure 3. Diagrammatic notation of the factorization of selected
contributions to the MR-DA-CC equations.

Figure 4. Diagrammatic form of the intermediates used in the MR-DA-
CCSDT equations in antisymmetrized formalism.
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(see Figures 5 and 6), which has a multireference effect. In the
calculations, we use DZP49 and cc-pVTZ50 basis sets with valence
electrons correlated and the experimental geometryRCC=1.3390Å,
RHC = 1.0856 Å, and —HCH = 117.6�. The energy is plotted as
a function of the dihedral angle between the two methylene
(CH2) groups. At the very top, we have the SCF curves which
show the cusp for 90�. The same is shown by the standard CCSD
model, but when using the DA strategy we obtain a smooth curve
in the critical region of the potential energy curve (PEC). The
same effect is observed for both basis sets employed; the cc-pVTZ
curves are slightly shifted toward lower energy, but the two sets
are parallel. When adding triples, the DA curves are of the same
shape and without the typical cusp retained in CCSD total energy.
The DA calculations are performed in such a way that we do
ground state CC calculations for the double cation, and the
neutral molecule energy is obtained with DA eigenvalues. For
the planar conformation, we have no problem with applying
any quantum chemical method, but when the dihedral angle is
changed to the 90� conformation, then the HOMO�LUMO
gap becomes small, and we encounter various divergencies,
demonstrating its MR character. To the contrary, when we do
calculations for the double-electron attached molecule
(alternatively for the double ionized molecule19), the problem
disappears. Thus, we can use MR-DA-CC methods to obtain
an accurate description of some of the traditional multi-
reference situations.

B. Sodium Dimer. The next example of the application of the
newmethod is the PEC for the Na2molecule (see Figures 7 and 8).
The calculations use the POL151 basis set, and the 1s orbitals
are kept frozen. In the n� 2 reference, the Na2 system is a closed
shell one. Doing calculations around the equilibrium using
standard methods is straightforward, but when we try to do,
for example, the whole potential energy curve, then for larger R
we may have problems with obtaining the reference function
since Na2 would dissociate into two open-shell fragments (Na
atoms). However, when we do calculations using the DA
strategy, we do it for the Na2

+2 cation, which dissociates into
two closed shell fragments (isoelectronic with neon atom). The
essence of this trick relies on the fact that DA calculations for the
Na2

2+ for large R are much easier to carry to complete separation
as spin-eigenstates. In Figure 7, we see that all curves represent-
ing the MR-DAmethods based on the full R3 approximation stay
close to the CCSDT curve (which is considered here a reference
one) irrespective of the CC model used for the GS. Incorrect
behavior is observed for the R2 only model (no R3; top curve)
and also for the noniterative CCSD(T) curve, showing a hump
around 6 Å .
In Figure 8, we show the nonparallelity error curve represent-

ing the differences between the reference CCSDT values and the
MR-DA-CCSD ones. Nearly within the whole range of the inter-
nuclear distances, they are very stable and small (ca. 3.6 mH),

Figure 6. The RHF, CCSD, CCSDT, and MR-DA-CCSD torsional
curves for the twisted ethylene in DZP and cc-pVTZ basis sets and
valence electrons correlated (RCC = 1.3390 Å, RCH = 1.0856 Å, —HCH =
117.6�).

Figure 5. The RHF, CC, and MR-DA-CC torsional curves for the
twisted ethylene in DZP basis set and valence electrons correlated
(RCC = 1.3390 Å, RCH = 1.0856 Å, —HCH = 117.6�).
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going up to 4.0 mH at short R values. As will be presented
elsewhere, this underbinding near equilibrium does not happen
with theMR-DI-CCSD version.We attribute the differing results
to defects of using the double cation orbitals in the MR-DA-
CCSD results presented here, but there are also other aspects to
consider. In the bond-breakingMR regions of the curves, though,
MR-DA-CCSD is excellent and seems to be better than its
MR-DI-CCSD counterpart.

In the context of the Na2 dissociation, we should mention the
size-extensivity issue. A characteristic feature of the EOM theory
is its size-intensivity, which states that upon separation of two
fragments (AB* f A* + B) the energies corresponding to the
local excitation (or local double ionization or local double-
electron attachment) are size-extensive. When the process in
question engages both fragments, e.g., a charge-transfer excita-
tion in EE-EOM-CC, then the equations do not correspond to a

Figure 7. Potential energy curves for the Na2 molecule with MR-DA-CC and CC methods.

Figure 8. Energy difference from CCSDT for Na2 ground state MR-DA-CCSD.

Figure 9. The CC and MR-DA-CC curves for the N2H4 molecule in the cc-pVDZ basis set and valence electrons correlated (RNH = 1.016 Å, —HNN =
108.85�, —HNH = 106�).
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fully linked form, and the dissociation of the Na2 ground state
belongs to this category. This feature occurs because the terms
involved for both fragments correspond to higher excitations
than are included in the level of the calculation like CCSD. So
this is not as much a failure of the theory as its truncation to singles
and doubles, for example. The question of size-intensive quan-
tities being the difference between two size-extensive ones, or just
size-intensive without that condition, is an interesting one.
C. Hydrazine. In Figure 9, we show PECs for the N�N bond

of the N2H4 molecule with three computational methods of SR
character (CCSD, CCSDT, and CCSD(T)) and two MR-DA
based on the CCSD and CCSDT reference obtained for the cc-
pVDZ50 basis set. In Figure 10, we plot three potential energy
curves obtained for CCSD, CCSDT, and MR-DA-CCSD
schemes using a cc-pVTZ basis set.50 For the CCSDT in both
basis sets, the convergence can be reached only for R values no
longer than 2�3 Å . For the CCSD scheme, the CC equations
converge within the whole range of R values, but the curve is too
high. The CCSD(T) shows its typical failure with a hump around
1.2 Å. The MR-DA curves show correct behavior for both basis
sets and for two types of GS references. The obvious inadequacy

of the MR curves is a too high energy around equilibrium that we
believe can be remedied, partly by employing orbitals optimized
for the n electron problem instead of the n � 2 one used in the
current work.
D. Ethane. Similar observations can be made with respect to

the dissociation of the C�C bond and resulting PECs for the
C2H6 molecule, see Figures 11 and 12. We show the same set of
PECs as for the N2H4 molecule both for the cc-pVDZ (Figure 11)
and cc-pVTZ (Figure 12) basis sets. The observations are similar:
both MR curves shown in Figure 11 stay close to the CCSDT
reference, and the same is true for the MR-DA-CCSD curve shown
in Figure 12. In the case of the C2H6 system, the single reference
CCSDT curve can be obtained for the whole range ofR values. Both
the SR CCSD curves (Figures 11 and 12) deviate toward higher
energies, which visibly worsens the performance of the CCSD
model. Though the results for N2H4 and C2H6 molecules are
qualitatively similar at all MR levels, the MR-DA curves based on
the CCSD reference are computed with significantly lower
computer effort than those based upon CCSDT.
MR-DA results can be seen as an alternative route to evaluate

potential energy curves for the ground and excited states. The

Figure 10. The CCSD and MR-DA-CCSD curves for the N2H4 molecule in the cc-pVTZ basis set (frozen orbitals: first two occupied and 11 highest
unoccupied ones; RNH = 1.016 Å, —HNN = 108.85�, —HNH = 106�).

Figure 11. The CC andMR-DA-CC curves for the C2H6 molecule in the cc-pVDZ basis set and valence electrons correlated (RCH = 1.091 Å, —HCC =
110.91�, —HCH = 108�).
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method clearly provides superior bond-breaking subject to RHF
reference functions. The results tend to fall between SR-CCSD
and SR-CCSDT, but with none of the expense of the latter and
better bond breaking behavior with RHF reference functions in
either case.
E. Carbon Excitations. Finally, we apply DA calculations to

determine the excitation spectra. Though it is planned to treat a
number of transition metal atoms in this way, we first illustrate it
for the carbon atom which has two electrons out of a closed shell
structure. Adding two electrons to the Be configuration of C2+,
we can obtain excited states of carbon (see Table 3) in a very
economical way. In the calculations, we use the POL1 basis set
with 6 d functions and all electrons correlated. We quote in
Table 3 the excitation energies for nine low lying states, relating
them to the experimental data. Four different methods are
considered: one (CCSD) based on the CCSD solution for the
ground state and on the EOM-CCSD equation for the DA part.
The other methods engage R3 in the results. The most important
column is the third, where the reference state is the CCSD
(nocc

2 nvir
4 ) solution and the target states solutions at the DA level

are (∼ nocc
1 nvir

5 ), which means single excitations of the MR space
generated by the DA operator, {a†b†}. Its inclusion provides
nearly identical results to the full inclusion of triples, a remarkable
improvement over the DA-EOM-CCSD(=MR-DA-CCSD no S1)

value equal to 1.175 eV (see second column in Table 3). Clearly,
the quality of the ground state wave function is less important
than that for the target state. The results also compare well
with experimental results. In most cases, the deviation remains
between 0.04 and 0.20 eV. It grows, however, for the higher energy
states.
In Table 3, we also list the AEL (approximate excitation level)

values for the computed states of the C atom. In the last column
are the percentages of theR2 type configurations in the computed
double-electron attached states. All of the states obtained are
dominated by the configurations created by the R2 operator.

’CONCLUSIONS

A newMR-DA-CCmethod is introduced and applied with full
inclusion of the connected triple excitations. When R and T
include the same excitation levels, this is simply DA-EOM-CC,
but by mixing them with an eye toward MR excitations in the
target state, much better results are obtained, and at substantially
less cost than the unmodified DA-EOM-CCSDT. By adopting
the proper factorization strategy, all terms involving the evalua-
tion of the three-body elements of the H operators are bypassed
by a rigorous factorization procedure. The factorization makes it
possible to achieve a scaling of the target state that is no worse

Figure 12. The CCSD and MR-DA-CCSD curves for the C2H6 molecule in the cc-pVTZ basis set (frozen orbitals: first two occupied and 41 highest
unoccupied ones; RCH = 1.091 Å, —HCC = 110.91�, —HCH = 108�).

Table 3. Excitation Energies (eV) for the C Atom Using the MR-DA-CC Methods in the POL1 Basis Set

MR-DA-CC

SD (no S1) SDT SD SDT-3 AELa exptlb

T = T1 + T2
c T = T1 + T2 + T3

d T = T1 + T2
c T = T1 + T2 + T3

e

sym. R = R2 R = R2 + R3 R = R2 + R3 R = R2 + R3

2p2 3P 0.0 0.0 0.0 0.0 91.5% 0.0

2p2 1D 1.308 1.480 1.481 1.480 92.7% 1.26

2p2 1S 1.771 2.802 2.805 2.801 94.5% 2.68

2p3s 3P0 5.834 7.318 7.320 7.318 95.4% 7.48

2p3s 1P0 5.963 7.520 7.521 7.520 96.7% 7.68

2p3p 1P 7.107 8.503 8.504 8.503 95.9% 8.54

2p3p 3D 7.228 8.670 8.671 8.670 96.1% 8.64

2p3p 3S 7.411 8.869 8.870 8.869 96.1% 8.77

2p3p 3P 7.748 9.026 9.027 9.026 94.9% 8.85

2p3p 1D 8.051 9.382 9.384 9.382 96.1% 9.00

MAEf 1.175 0.154 0.155 0.154
aApproximate excitation level indicates % of the R2 (i.e., 2p) configurations.

b ref 53. cGS: CCSD. dGS: CCSDT. eGS: CCSDT-3. fMAE: mean
absolute error.
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than nocc
1 nvir

5 after the ground state is obtained. All of the resulting
equations are presented diagrammatically and algebraically with a
detailed presentation of the factorization scheme.

The program developed, part of ACES II,52 has been subse-
quently applied to the calculation of the DA for production of the
PEC for some systems when double cation separates into two
closed shell fragments. The bottleneck of the calculation occurs
in the GS calculations. To address this, we propose some
approximations with better scaling that yield comparable results
to these for the full or more complete methods.

The MR-DA-CC methods are highly suitable for doing
calculations for systems that require a traditional multireference
description in a very economical, unbiased, and routine way. The
double attachment scheme can be used to calculate excitation
spectra of open-shell systems. It can be applied to describe
systems that have two electrons out of a closed shell structure
(i.e., difficult transition states, biradicals, etc.), and it will be
generalized to three, four, and more attached states, TA, QA, etc.
The approach potentially offers a very attractive, easily applied
MR-CC method for many problems.
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ABSTRACT: An adaptive numerical integration scheme for efficient evaluation of the exchange-correlation term using localized
basis functions and atom-centered grids is presented. The method treats molecules and systems with periodic boundary conditions
on an equal footing. Its computational efficiency andO(N) scaling with the system size is achieved by a hierarchical spatial grouping
of basis functions and grid points using an octree. This allows for an efficient screening of negligible contributions and an optimal use
of hardware-optimized matrix�matrix multiplication subroutines, such as BLAS. The implementation of the method within the
TURBOMOLE program package demonstrates consistent accuracy and efficiency across molecular and periodic systems.

1. INTRODUCTION

Density functional theory (DFT) is distinguished from tradi-
tional wave function based ab initio methods by its treatment of
the exchange-correlation contributions to the total energy as one-
electron integrals, notwithstanding the fact that they originate
from many-electron interactions. These one-electron integrals
contain the exchange-correlation function1�9 f(r) and are invari-
ably too complex to permit their evaluation in analytical form.
Consequently, the function f(r) is integrated numerically on a
finite set of grid points rm, i.e.,
Z

f ðrÞ dr ¼ ∑
m
wm � f ðrmÞ ð1Þ

with weights wm depending on the grid point distribution. The
strongly peaked nature of function f about nuclear centers
requires special treatment and has inspired sophisticated algo-
rithms, yielding numerical integration schemes with an optimum
number of grid points per atom. There are different methodol-
ogies for the numerical evaluation implemented in various
programs, such as DMOL,10 GAUSSIAN,11 CRYSTAL,12

ADF,13 MONDOSCF,14 deMon2k,15 Q-Chem,16 ORCA,17 and
FHI-aims.18 For DFT calculations employing plane wave basis
sets, uniformly spaced Cartesian grids are mainly used since they
significantly simplify the fast Fourier transform. However, due to
the strong variations of f(r), these grids require special modifica-
tion, e.g., the use of curvilinear coordinates,19�21 in order to
obtain high accuracy. In addition, for DFT calculations using local
basis sets, there are other ways to obtain grids adapted to the
strongly peaked regions of f(r) in polyatomic systems, e.g.,
hierarchical Cartesian grids14 and multicenter grids. The multi-
center grids are composed of atom-centered grids and are
restricted to the atoms of the unit cell (UC) in the case of
periodic systems. The grid points of each atom-centered grid are
usually arranged in Lebedev spheres22�24 of several radii.25�29

For such multicenter grids, several schemes10,11,30�36 are avail-
able to calculate the weights wm of grid points rm belonging to
the atoms i. A technique often applied is the renormalization of

atomic weightswm
at using the continuous partition function Pi(r),

i.e.,

wm ¼ PiðrmÞ � wat
m ð2Þ

There are several schemes to compute this partition function
using, e.g., spherical atomic electron densities10,35 or purely
geometric considerations.11,34 The atomic weights wm

at, i.e., the
weights of isolated atoms, are usually determined using radial
and spherical quadrature schemes.24�29,37

For the multicenter grids, a highly efficient evaluation of the
exchange-correlation term is achieved using hardware-optimized
matrix�matrix multiplication subroutines, such as basic linear
algebra subprograms (BLAS).38,39 For this, the necessary ma-
trices are constructed by grouping grid points and basis functions
into batches. Using local basis functions and prescreening
techniques, each matrix contains exclusively the basis functions
which have non-negligible contributions to the corresponding
grid points. The multiplication of these matrices with blocks of
the density matrix is required for the computation of the electron
density and its gradients on the grid. For efficient use of the
matrix�matrix multiplication subroutines, the dimensions of the
matrices, i.e., the number of grid points and basis functions in the
batches, should be as large as possible. However, local basis
functions have non-negligible contributions only to a limited
number of grid points. Therefore, the optimum choice of batch
sizes has to balance the computational gain due to the efficiency
of the matrix�matrix multiplications and the computational loss
due to zero entries in the matrices caused by the local character of
the basis functions. Although the use of batches is mentioned in
several works,17,28,40�42 there are only a few that discuss batch
shapes11 and the use of hierarchical batching schemes.14,43

Hierarchical batching ideas were also used to add the exact and
screened Fock exchange pieces in DFT.44

Here, we present a new hierarchical scheme for efficient
numerical evaluation of the exchange-correlation term within
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orbital-based DFT employing localized basis functions. The
method treats molecular and periodic systems of any dimen-
sionality on an equal footing. It uses grid point batches of
different sizes which overlap in space so that optimal batch sizes
can be selected for different spatial extents of the basis func-
tions. This is facilitated by grouping the grid points in batches
belonging to the domains of an octree. Similar hierarchical
structures are employed, e.g., for evaluation of the Coulomb
term using the fast multipole method.45,46 This way, our present
hierarchical numerical integration algorithm efficiently uses a
multilevel batch approach combined with hardware-optimized
matrix�matrix multiplications. Its implementation within the
TURBOMOLE program package47,48 shows linear scaling with
an increasing number of basis functions for a variety of mol-
ecular and periodic systems.

2. METHOD

2.1. Kohn�ShamEquations. In the orbital-based DFT under
periodic boundary conditions (PBC), the canonical orbital
coefficients matrix Ck at each reciprocal lattice point k satisfies

FkCk ¼ SkCkεk ð3Þ
with the Fock matrix Fk, the overlap matrix Sk, and the diagonal
matrix εk of orbital energies. The elements cμl

k of the matrix Ck

belong to the orbitals

ψk
l ¼ ∑

μ
ckμlϕ

k
μ ð4Þ

constructed from periodic Bloch functions

ϕkμ ¼ ∑
L
eikLξLμ ð5Þ

with local basis functions ξμ
L centered at positions Rμ + L, where

Rμ are the positions of the atoms in the UC and L are the lattice
vectors in direct space. The basis functions ξμ

L are represented as
linear combinations

ξLμðrÞ ¼ ∑
nμ

k¼ 1
dμkjL

μkðrÞ ð6Þ

of a small number nμ of primitive Cartesian Gaussian-type
functions (CGTF) jμk

L . The CGTF are defined as

jL
μkðrÞ ¼ ðx� RμxÞl xðy� RμyÞl yðz� RμzÞl z

� expð�ζμkjr� Rμ � Lj2Þ ð7Þ
with the Cartesian components x, y, and z of r. The real
exponent ζμk and the integer exponents l x, l y, and l z specify
the radial and the angular parts of the function, respectively.
Equations 3�7 hold also for the molecular case, where k = 0 and
L = 0.
The Fock matrix Fk is the sum of kinetic energy matrix Tk,

Coulomb matrix Jk, and exchange-correlation matrix Xk. Using
CGTF, the matrices Tk and Jk can be evaluated by analytical
expressions, whereas the elements of Xk are evaluated by
numerical integration. The elements of the exchange-correlation
matrix Xk are defined as

Xk
μν ¼ ∑

L0
eikL

0
XL0
μν with X

L0
μν ¼

Z
ÔXC½ξ0μξL

0
ν � dr ð8Þ

where Xμν
L0 (L0 = 0 for molecules) and ÔXC are the real space

exchange-correlation matrix and the exchange-correlation opera-
tor, respectively. For closed shell systems in the generalized
gradient approximation, the operator ÔXC is expressed as

ÔXC ¼ ∂f
∂F

þ 2
∂f

∂ðj∇Fj2Þ∇F∇ ð9Þ

in terms of the exchange-correlation function1�9 f(F(r),
|3F(r)|2) and the electron density F. The second term in eq 9
disappears in the local density approximation. For spin-depen-
dent DFT in the unrestricted formalism, the form of ÔXC is
presented elsewhere.1,49 The integration of the exchange-corre-
lation function over the UC yields the exchange-correlation
energy

EXC ¼
Z
UC

f ðFðrÞ, j∇FðrÞj2Þ dr ð10Þ

for both closed shell and spin-unrestricted cases. For molecules,
the integration in eq 10 spans the entire space.
2.2. Quadrature on the Grid.The terms Xμν

L0 and EXC in eqs 8
and 10 are evaluated numerically on a set of grid points rm
belonging to the atoms i. The energy expression is given by

EXC ¼ ∑
i
∑
m ∈ i

wm � f ðFm, j∇Fmj2Þ ð11Þ

with the weights wm defined in eq 2 and with Fm = F(rm). In
periodic systems50,51 and molecules, the summation runs over
the atoms i of the UC and the whole molecule, respectively. The
exchange-correlation matrix [eq 8] is evaluated numerically as

XL0
μν ¼ ∑

i
∑
m∈i

XL0 ,m
μν ð12Þ

with contributions Xμν
L0 ,m from the grid points rm defined as

XL0 ,m
μν ¼ wm∑

L
ÔXC½ξL,mμ ξL þ L0 ,m

ν � ð13Þ

using weights wm [eq 2]. Insertion of the closed shell form of the
exchange-correlation operator ÔXC [eq 9] into eq 13 yields

XL0 ,m
μν ¼ ∑

L
ðξL,mμ zL þ L0 ,m

ν þ zL,mμ ξL þ L0 ,m
ν Þ ð14Þ

with the potential

zL,mμ ¼ 1
2
FmξL,mμ þ ∑

R
FmRξ

L,m
μR ð15Þ

where ξμ
L,m and ξμR

L,m = ∂ξμ
L,m/∂R (R = x, y, z) denote values of the

basis functions and their gradients, respectively, on the grid
points rm. The terms Fm and FR

m are defined as

Fm ¼ wm
∂f
∂F

�����
rm

ð16Þ

ðFmx , Fmy , Fmz Þ ¼ 2wm
∂f

∂ðj∇Fj2Þ∇F
�����
rm

ð17Þ

The molecular case is obtained setting L = 0 and L0 = 0.
The computation of the exchange-correlation energy and the

potential [eqs 11 and 15] requires evaluation of the electron
density F and its gradient3F on the grid. The electron density Fm

on the grid points rm is defined as the linear combination of basis
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function products

Fm ¼ ∑
μL
∑
νL0

DL0 � L
μν ξL,mμ ξL

0 ,m
ν ð18Þ

with the real space density matrix elements52 Dμν
L0�L (L = 0 and

L0 = 0 for molecules). The partial derivatives of F with respect to
the Cartesian coordinates R = x, y, z yield the components FR of
the gradient 3F, i.e.,

FmR ¼ ∂F
∂R

�����
rm

¼ ∑
μL
∑
νL0

DL0 � L
μν ðξL,mμR ξL

0 ,m
ν þ ξL,mμ ξL

0 ,m
νR Þ

ð19Þ
Since a limited number of local basis functions contributes to
each grid point, the computational effort per grid point remains
constant and the evaluation of the exchange-correlation term
scales linearly with the system size (number of grid points).

2.3. Grouping Grid Points and Basis Functions. An efficient
numerical computation of the electron density [eq 18] and the
gradients [eq 19] on the grid is achieved using optimized
matrix�matrix multiplication subroutines. For this, the neces-
sary matrices are constructed by grouping grid points and basis
functions using an octree. First, a cubic box enclosing all grid
points is defined as the parent box of the octree. This parent box
is bisected along each Cartesian axis to yield a set of eight child
boxes belonging to the next lower level. Each of these child boxes
is subdivided, creating children of the children, like the genera-
tions of a computational family tree. The number of divisions is
chosen to yield box sizes optimal for the performance of the
numerical integration. In the next step, all grid points and basis
functions are sorted into the octree. Grid points are sorted into
the boxes of the tree by coordinates. The sorting of basis
functions into boxes is based on their spatial extents.11,53 For
this, spheres of the radii53

rμ ¼ max
k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�ln ε þ 0:5� ln ζμk

ζμk

s0
@

1
A ð20Þ

centered at the atomic positions Rμ + L are assigned to the basis
functions ξμ

L [eq 6], where ε is a precision parameter. Starting
from the highest level, each basis function is assigned to the boxes
at a given level which are fully enclosed by the corresponding
sphere. If the basis function is assigned to a box, then its child
boxes at the following levels are removed from the assignment for
this function. Occupied boxes contain at least one grid point and
one basis function. Root boxes are occupied boxes without any
occupied parent at higher levels. A branch is formed by a root box
and its occupied child boxes. The boxes p of a branch are ordered
by levels from top to bottom (see Figure 1).
2.4. Exchange-Correlation Term in the Octree. This section

describes the evaluationof the exchange-correlation term in theoctree.
First, the necessary terms and notations are defined. For each box
p of the octree, the values of basis functions on the grid, ξμ

L,m, are
arranged in a rectangularMp � Kp matrix ξ

p (i.e., a batch), where
Mp and Kp are the number of grid points and the number of basis
functions, respectively. Similarly, ξR

p denotes the matrices contain-
ing gradients of basis functions on the grid points in the box p. The
Mp� Kqmatrices ξ

p(q) contain the values of the basis functions, ξμ
L,m,

assigned to a parent box q, on the grid points of its child box p. The
Kp� KqmatricesD

pq denote submatrices of the densitymatrix. They
are formed from the elements Dμν

L0�L belonging to the functions ξμ
L

and ξν
L0, assigned to the boxes p and q, respectively. The Mq � Kq

matrices Bq defined for each box q are used to accumulate theMp�
Kq matrices

βpq ¼ ξpDpq ð21Þ
calculated for child boxes p. This accumulation is denoted as

Bq r Bq x βpq ð22Þ
The columns of thematricesBq andβpq correspond to the same set of
Kq basis functions. The rows of B

q correspond toMq grid points in a
box q, and the rows ofβpq correspond toMp grid points of a child box
p. The mth row of a matrixM is denoted as rowm[M]. Using these
definitions, Algorithm 1 shows the computation of the electron
density F and its gradients FR on the grid for a single branch of the
octree. The electron density and its gradients in different branches are
independent of each other.

Figure 1. Example of the integration scheme. (a) Branch of boxes q in
a binary tree (octree: eight children per parent box). Each box contains
the grid points rm. Box 3 is empty. (b) One-dimensional array of
matrices Bq. Indices show grid points and basis functions assigned to
boxes. (c) Accumulation (x) of βpq and βp(q)p onBq andBp in loop 1 of
Algorithm 1. For each visited box, the rectangle displays the array
defined in b, where black areas highlight the changed content on the
grid points rm.
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Algorithm 1. Compute Electron Density
and Gradients within a Single Branch
(1) For each box p of the branch:
(2) Initialize Bp to zero
(3) Compute and save: ξp and ξR

p

(4) For each box q with q = (p and all parent boxes of p):
(5) Form Dpq

(6) βpq = ξpDpq

(7) Bq r Bq x βpq

(8) If q 6¼ p:
(9) βp(q)p = ξp(q)(Dpq)T

(10) Bp r Bp x βp(q)p

(11) Initialize F and FR to zero
(12) For each box p of the branch:
(13) For each rm in p:
(14) Fm r Fm + rowm[B

p] � rowm[ξ
p]T

(15) FRm r FRm + 2 � rowm[B
p] � rowm[ξR

p ]T

Figure 1 shows an example for the storage of the matrices Bp

of a branch as a one-dimensional array and the accumulation of
the matrices βpq and βp(q)p in steps 7 and 10 of Algorithm 1. The
values of the electron density and the gradients on the grid
obtained with Algorithm 1 are used in the Algorithm 2, which
describes the numerical integration for the exchange-correlation
energy EXC [eq 11] and the matrix elements Xμν

L0 [eq 12].

Algorithm 2. Compute EXC and Matrix Ele-
ments Xμν

L0

(1) For each branch:
(2) PerformAlgorithm1 (compute and save:ξp, ξR

p , F,FR)
(3) {For each rm in the root box:
(4) EXC r EXC + wm � f(Fm,|3Fm|2)
(5) Compute and save: Fm, Fx

m, Fy
m, Fz

m}
(6) For each box p of the branch:
(7) {For each ξμ

L and rm in p:
(8) Compute and save: zμ

L,m}
(9) For each box q with q = (p and all parent boxes of p):
(10) For each ξμ

L in p and ξν
L0 in q:

(11) For each rm in p:
(12) Xμν

L0�L r Xμν
L0�L + ξμ

L,mzν
L0 ,m + zμ

L,mξν
L0 ,m

(13) If q 6¼ p: Xνμ
L�L0 r Xνμ

L�L0 + ξν
L0 ,mzμ

L,m + zν
L0 ,mξμ

L,m

Our implementation uses the symmetry

XL0 � L
μν ¼ XL � L0

νμ ð23Þ

in steps 12 and 13 of Algorithm 2. The computational demand of
steps 2, 3, and 6 of Algorithm 2 is independent of the system size,
while the number of branches scales with O(N). The computa-
tional efficiency is achieved using optimized matrix�matrix multi-
plications for products between thematrices ξ andD in steps 6 and
9 of Algorithm 1. This becomes so efficient that the evaluation of
the matrix elements in steps 12 and 13 of Algorithm 2 can be the
bottleneck of the calculation. Therefore, a two-level screening
procedure is applied for efficient evaluation of elements Xμν

L0�L. First,
an upper boundXmax(pq) of the contributionsXμν

L0�L,m from each pair
of boxes p, q is determined within loop 9 of Algorithm 2 with

XmaxðpqÞ ¼ ξmaxðpÞzmaxðqÞ þ zmaxðpÞξmaxðqÞ ð24Þ

employing the maximum values of basis functions, ξmax(s), and
potentials, zmax(s), in the boxes s = p, q,

ξmaxðsÞ ¼ max
frm , μ, Lg∈s

ðξL,mμ Þ ð25Þ

zmaxðsÞ ¼ max
frm , μ, Lg∈s

ðzL,mμ Þ ð26Þ

All contributions Xμν
L0�L,m from the pair of boxes p, q are neglected

in steps 12 and 13 of Algorithm 2 if the upper bound b = Xmax(pq)

satisfies

b�Mp < τ ð27Þ
with a threshold parameter τ. Second, if eq 27 is not satisfied, then
an upper bound Xμν

L0�L,max(pq) of the contributions Xμν
L0�L,m from

each pair of basis functions ξμ
L, ξν

L0 within the boxes pair p, q is
determined with

XL0 � L, maxðpqÞ
μν ¼ ξL, maxðpÞμ zL

0 , maxðqÞ
ν þ zL, maxðpÞμ ξL

0 , maxðqÞ
ν

ð28Þ
For this, the maximum values of basis functions and potentials for
each pair μ, L in a box s = p, q are used:

ξL, maxðsÞμ ¼ max
rm∈s

ðξL,mμ Þ ð29Þ

zL, maxðsÞμ ¼ max
rm∈s

ðzL,mμ Þ ð30Þ

If eq 27 is satisfied for b = Xμν
L0�L,max(pq), then the contributions

Xμν
L0�L,m of the corresponding pair of basis functions are neglected

for the boxes pair p, q.

3. COMPUTATIONS

The numerical accuracy and the scaling of our method are
investigated using several molecular and periodic systems. The
errors in the calculated electron numbers and the convergence of
exchange-correlation energies with increasing grid size are used
as criteria for assessment of the numerical accuracy. Electron
numbers and exchange-correlation energies are obtained by
numerical integration using converged electron densities from
self-consistent field (SCF) calculations with a convergence
threshold of 1.0 � 10�10 hartree for total energy and ex-
change-correlation energy. The scaling of the numerical integra-
tion with respect to increasing system sizes is investigated
measuring CPU timings for a single SCF step.
3.1. Computational Details. All calculations are performed

using the B-LYP exchange-correlation functional6,7 with double-,
triple-, and quadruple-ζ valence split basis sets plus polarization

Table 1. Specifications of Gridsa

H, He Li�Ne Na�Ar

grid nω
outer,b nr ntot nr ntot nr ntot

3 302 10/5/15 5340 11/6/18 6382 13/7/20 7148

5 590 18/9/28 17978 20/10/30 19320 21/11/33 21226

7 1202 28/14/43 53954 30/15/45 56520 31/16/48 60262
aNumber of outer angular grid points, nω

outer; number of radial grid
points, nr, (splitted into nr

inner/nr
medium/nr

outer); and total number of grid
points per atom, ntot.

bThe number of angular grid points in the inner
and medium regions are always nω

inner = 26 and nω
medium = 110,

respectively.
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functions (DZVP,54 TZVP,55 and QZVP,56 respectively) and
standard grid sizes28 3, 5, and 7 of TURBOMOLE. The details of
the integration grids are shown in Table 1. The total numbers of
grid points per atom, ntot, can be calculated as28

ntot ¼ ∑
R
nRω � nRr with R ¼ inner, medium, outer ð31Þ

with the numbers of angular (nω
R) and radial (nr

R) grid points of
each atomic grid region R. The nω

R angular points of each atom
form the angular grid on a unit sphere. The angular grids in
Table 1 contain 26, 110, 302, 590, and 1202 grid points. These
grids have been developed by Lebedev et al.22�24 for accurate
numerical integration of spherical harmonics Yl e L,m with L = 7,
17, 29, 41, and 59. It should be noted that the numbers of points
in Table 1 belong to the current TURBOMOLE version.47 For
grids 3 and 5, these numbers are larger than grid sizes 3 and 5 of
the first implementation (ref 28).
Our implementation of the (normalized) partition functions

Pi(r) [eq 2] follows the ideas of Becke34 and uses the form

PiðrÞ � P0i ðrÞ ¼ ~P0i ðrÞ=∑
∞

jL

~PLj ðrÞ ð32Þ

with indices i and j of atoms in the reference unit cell and lattice
vectors L. The unnormalized partition functions ~Pj

L are defined as

~PLj ðrÞ ¼
Y∞
kL0\ jL

sLL
0

jk ðrÞ ð33Þ

where indices k and L0 run over all atoms and lattice vectors,
respectively, with exception of the index pair jL. The scaled step
functions

sLL
0

jk ðrÞ ¼ 0:5� ½1� hLL
0

jk ðrÞ� ð34Þ
are formed using the polynomial step functions hjk

LL0 as defined in
ref 11 (cf. eq 14 in this reference), i.e.,

hLL
0

jk ¼ 1
16

� ½35νLL0jk � 35ðνLL0jk Þ3

þ 21ðνLL0jk Þ5 � 5ðνLL0jk Þ7�, νLL0jk ∈ ½ � 1, 1� ð35Þ
with the modified confocal elliptical coordinates νjk

LL0

νLL
0

jk ðrÞ ¼ μLL
0

jk ðrÞ=a, a ∈ �0, 1� ð36Þ
The relative half-step width a is set to 0.64 as suggested in

ref 11. The confocal elliptical coordinates μjk
LL0 have the form

μLL
0

jk ðrÞ ¼ jr� R j � Lj � jr� Rk � L0j
jR j þ L� Rk � L0j ð37Þ

with position vectors Rj and Rk of atoms j and k, respectively, in
the reference unit cell. In cases whereμjk

LL0 results in νjk
LL0 ˇ [�1, 1],

the values of the step function hjk
LL0 are set either to 0 (for νjk

LL0

<�1) or to 1 (for νjk
LL0 > 1). For the molecular case, only the terms

with L = L0 = 0 remain in eqs 32�37. A fixed cutoff radius rcut
similar to the one suggested in ref 50 is used for the truncation of
the infinite sums and products in eqs 32 and 33. If the distance
between the atoms at positionsRi andRj +L is larger than rcut, then
the contribution ~PjL is neglected in eq 32. Similarly, the contribu-
tions sjk

LL0 are neglected in eq 33 for atoms at positions Rj + L and
Rk+L0 with distances larger than rcut. Cutoff radii of 28 and 39 bohr

are used for grids 3 and 5 and grid 7, respectively. These cutoffs
yield converged values for the calculated numbers of electrons.
The precision parameter ε [eq 20] and the threshold param-

eter τ [eq 27] are both set to 1 � 10�9 a.u. The program is
compiled with the Portland Group Fortran 95 (PGF95) compi-
ler version 8.0, and calculations are performed on a single
x86�64 CPU (Quad-Core AMD Opteron Processor 2354,
2211.377 MHz, 512 KB cache size) under the SUSE Linux
operating system using kernel version 2.6.16.
3.2. Models. The computational scaling of the algorithm is

investigated using series of bulk MgO pieces, both molecular and
3D periodic, as well as 1D and 2D periodic models of aromatic
chains. The MgO models are constructed from the conventional
cell (lattice constant 4.211 Å, Fm3m space group) containing
four MgO units and range from 1 � 1 � 1 to 5 � 5 � 5
supercells. For 1D and 2Dmodels of aromatic chains, condensed
benzene rings (bond distances b(C�C) = 1.530 Å and b(C�H) =
1.179 Å) are used. The constructed 1 � 1 UC with dimensions
a = 2.65 Å, b = 3.20 Å, and γ = 50� has a C4H2 composition
(Figure 2). Table 2 shows dimensions of the supercells used.
Models denoted “1D” and “1D (aper.)” use a series of supercells
increasing along the periodic direction (corresponding to a) and
aperiodic direction (corresponding to b), respectively. Table 3
presents the systems used to assess the accuracy of the method.
These systems range from zero dimensional (0D)molecules over
periodic chains (1D) and surfaces (2D) to bulk structures (3D;
see Supporting Information).
3.3. Results. Table 3 shows the relative errors of calculated

electron numbers, |ΔN/N|, and the exchange-correlation en-
ergies EXC [eq 10]. The magnitudes of |ΔN/N| decrease from
4� 10�6 for grid 3 to 3� 10�8 for grid 7 and are comparable to
errors obtained with previous integration schemes.28 The ex-
change-correlation energies of grids 3 and 5 deviate from the EXC

Figure 2. The 3 � 2 supercell of the aromatic chains (d = 2.451 Å).
Dark and light spheres represent C and H atoms, respectively. The
periodic direction of 1D and 1D (aper.) models belongs to cell
parameter a. The periodic directions of 2D models correspond to cell
parameters a and b.

Table 2. Dimensions m and n of m � n Supercells for
Aromatic Chainsa

model m n

1D 1, 2, 3, 6, 12, 23, 46, 92 1

1D (aper.)b 1 1, 2, 4, 8, 16, 32

2D 1, 2 1

2, 3 2

3, 4 3

4 4
aThe periodic direction of 1D and 1D (aper.) models corresponds to
cell parameter a (dimensionm). For 2Dmodels, the dimensionsm and n
correspond to the periodic directions of cell parameters a and b,
respectively. b See text for explanation.
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of grid 7 in the range of 4 � 10�5 and 4 � 10�6 hartree,
respectively. This demonstrates the consistent evaluation of the
integrals on different grids. The use of better grids indicates the
convergence of the numerically calculated values toward the
exact integrals.

The CPU times required for the numerical evaluation of EXC
and the matrix elements Xμν

L0 [eq 8] are shown in Figure 3. The
fitted scaling factors x summarized in Table 4 demonstrate linear
scaling O(Nx≈1.0) of our algorithm except for the series of
models with increasing size in aperiodic directions, i.e., the 1D
(aper.) aromatic chains and the magnesium oxide clusters. For
the 1D (aper.) aromatic chains, the scaling factor x = 1.2 is
obtained for larger supercells (1 � 8, 1 � 16, and 1 � 32; cf.
Figure 3). For magnesium oxide clusters, linear scaling is not
achieved (x = 1.7) within the investigated system sizes. In
general, the size of the basis set (DZVP, TZVP, and QZVP)
influences only the prefactor and not the scaling of the method.
For the bulk MgO models, the computation of the weights

[eq 2] scales perfectly linearly but is almost as time-demanding as
the exchange-correlation term itself (Figure 3). However, the
weights have to be computed only once for a given structure,
whereas the exchange-correlation termhas to be computed for each
SCF step. The 5 � 5 � 5 supercell of bulk MgO contains 12 000
basis functions. For this size, the computation of the weights and
the exchange-correlation term requires 5 and 8 h, respectively.

Table 3. Relative Errors of the Number of Electrons, |ΔN/N|, and Exchange-Correlation Energies, EXC (hartree)a

|ΔN/N| ΔEXC EXC

grid

model (periodicity) 3 5 7 3 5 7

H2O (0D)b 1.3D�6 2.4D�8 4.9D�10 9.3D�6 �1.3D�7 �9.30719714

CH4 (0D)
b 1.3D�6 2.3D�8 7.0D�10 �1.0D�5 2.0D�7 �6.86699820

C8H18 (0D)
b 6.9D�6 1.1D�7 1.2D�8 9.8D�5 2.0D�6 �49.59078971

SiH4 (0D)
b 8.6D�6 3.0D�7 1.6D�8 1.5D�5 �7.4D�7 �22.36565262

SiH4 (0D)
c 9.4D�6 3.2D�7 1.6D�8 �4.9D�7 �3.6D�7 �22.34328264

[C2H5OH]2 (0D)
c 6.4D�7 5.6D�8 3.5D�10 1.7D�5 4.9D�7 �43.91399349

[C2H5OH]2 (1D)
c 7.2D�7 4.2D�8 2.8D�9 1.6D�5 6.3D�7 �43.90002316

[C2H5OH]2 (2D)
c 1.6D�6 7.4D�8 3.8D�8 2.2D�5 �3.4D�9 �43.89965668

[C2H5OH]2 (3D)
c 1.4D�6 5.7D�7 8.1D�8 2.5D�5 �3.0D�6 �43.89806291

[(H2N)2CO]2 (3D)
c 1.1D�5 2.1D�6 5.8D�8 �3.1D�5 4.1D�6 �58.58157643

(SiO2)3 (3D)
c,d 5.6D�6 7.4D�7 5.9D�8 1.7D�4 3.4D�5 �115.00032197

|Δ|e 3.7D�6 2.1D�7 2.6D�8 3.8D�5 4.1D�6
a EXC of grids 3 and 5 are given by EXC(grid 7) + ΔEXC.

bCalculated with TZVP basis sets. cCalculated with DZVP basis sets. d β-quartz. eAverage of
unsigned deviations

Table 4. ScalingO(Nx) of the Numerical Integration (Energy
EXC and Matrix Xμν

L0 ) with the System Size and Relative Errors
of Electron Numbers, |ΔN/N|, Using Grid 5

model periodicity basis x |ΔN/N|

(Mg4O4)n 0D DZVP 1.7 4.6D�7

3D DZVP 1.1 6.1D�7

(C4H2)n 1D DZVP 1.0 2.4D�7

1D TZVP 1.0 3.6D�7

1D QZVP 0.9 2.8D�7

1D (aper.) DZVP 1.2a 3.0D�7

2D DZVP 0.9 1.4D�6
a For the supercells 1 � 8, 1 � 16, and 1 � 32.

Figure 3. CPU timings of EXC and matrix elements Xμν
L0 in one SCF step (DZVP basis sets and grid 5, if not stated otherwise).
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The total number of contributing grid points, npt, and the
average number of non-negligible basis functions contributions
per grid point, nfppt, for selectedMgO and aromatic chain models
are shown in Table 5. These values are used to estimate the
average timeT for evaluation of one basis function value on a grid
point (Table 5)

T ¼ tCPU
npt � nfppt

ð38Þ

Calculations for bulk MgO and for aromatic chain models using
the QZVP basis sets yield T ≈ 2 and T ≈ 6 μs, respectively.
Therefore, the increased basis set size has a pronounced effect on
T. This is because extended basis sets lead to a larger total
number of non-negligible contributions. In remaining cases, the
values of T are below 2 μs. The values of T facilitate future
comparisons of the performance of our method with other
numerical integration schemes.

4. COMPARISON WITH EXISTING METHODS

The idea of employing hierarchical structures such as the
octree in integration schemes for DFT has also been explored by
other authors. For example, Havu et al.43 have investigated the
application of different hierarchical structures, including the
octree, in numerical integrations for both molecular and periodic
systems. In their method, the levels of a tree are used to select
appropriate box sizes for different spatial regions, depending on
the distribution of the grid points and basis functions. However,
different boxes do not overlap in space and for numerical
evaluation of integrals all boxes are merged into one level. In
contrast, our scheme uses boxes of different sizes at different
octree levels which do overlap in space. In fact, this overlap is

crucial for the efficiency of the method. To illustrate this,
consider two overlapping local basis functions with very different
extents, as shown in Figure 4. For each basis function, the
integration boxes are larger close to their centers and decrease
in size at their boundaries. Since both basis functions overlap in
space the numerical integration can only be efficient if boxes of
different sizes are used within the same spatial region, as in our
method. If just one box is selected for each region, like in the
method of Havu et al., then the size of this box may not be
optimal to evaluate the contributions of both functions effi-
ciently. In a different approach, Challacombe14 used a tree
structure to construct adaptive Cartesian grids. In contrast, our
method is more general and can be applied to arbitrary integra-
tion grids and any type of local basis functions. This facilitates
implementation of the method in existing DFT programs.

5. SUMMARY

An adaptive numerical integration scheme for efficient evalua-
tion of the exchange correlation term using localized basis
functions is presented. Themethod treats molecular and periodic
systems on an equal footing. Its computational efficiency and
O(N) scaling with the system size is achieved by hierarchical
spatial grouping of grid points and basis functions using an
octree. This grouping is used to form matrices from the values of
basis functions on the grid points and allows for an optimal use of
hardware-optimized matrix�matrix multiplication subroutines,
such as BLAS. The novel aspect of our method is the multilevel
approach using matrices of different sizes in the same region of
space. This leads to the evaluation of exchange-correlation
contributions with matrices of optimal sizes for basis functions
of various spatial extents. The optimum choice of the matrix
sizes balances the computational gain due to the efficiency of
matrix�matrix multiplications and the computational loss due to
negligible entries in the matrices caused by the local character of
the basis functions. The implementation of the method within
the TURBOMOLE program package shows linear scaling for a
variety of molecular and periodic systems. The required CPU
time to evaluate one basis function value on a grid point is around
2 μs for most of the systems calculated with the DZVP basis sets.
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Table 5. Total Number of Contributing Grid Points, npt, the
Average Number of Non-Negligible Basis Functions Contri-
butions Per Grid Point, nfppt, and the Average CPU Time T
(μs) for Evaluation of One Basis Function Value on a Grid
Point for Selected MgO and Aromatic Chain Models (DZVP
Basis Sets and Grid 5, if Not Stated Otherwise)

model npt nfppt T npt nfppt T

(Mg4O4)n 0D 3D

1 � 1 � 1 1.4D+5 32 0.6 1.2D+5 871 1.8

2 � 2 � 2 1.0D+6 122 0.9 9.3D+5 781 1.5

3 � 3 � 3 3.4D+6 228 1.1 3.1D+6 754 2.4

4 � 4 � 4 7.9D+6 315 1.5 7.4D+6 741 2.8

5 � 5 � 5 1.5D+7 377 1.7 1.5D+7 733 2.7

(C2H4)n 1D 1D(QZVP)

1 � 1 9.6D+4 81 1.2 9.6D+4 187 5.8

6 � 1 5.8D+5 75 1.1 5.8D+5 171 5.5

12 � 1 1.2D+6 74 1.1 1.2D+6 167 5.5

23 � 1 2.2D+6 74 1.1 2.2D+6 168 5.4

(C2H4)n 1D (aper.) 2D

1 � 1 9.6D+4 81 1.2 8.6D+4 294 2.3

1 � 4a 3.5D+5 204 1.8 3.4D+5 268 2.0

1 � 16b 1.4D+6 265 2.0 7.7D+5 259 2.0

1 � 32c 2.8D+6 287 2.2 1.4D+6 254 2.0
a Supercell for 2D: 2 � 2. b Supercell for 2D: 3 � 3. c Supercell for 2D:
4 � 4.

Figure 4. Schematic representation of two overlapping basis functions
with different extents (shown as circles) sorted in the levels of an octree
(boxes of the octree are shown as squares). The integration of the
more diffuse function uses different box sizes than the integration of
the compact one. This requires overlapping sets of boxes at different
octree levels for the same spatial region.
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ABSTRACT: The dissociation energies from all rovibrational levels of H2 and D2 in the ground electronic state are calculated with
high accuracy by including relativistic and quantum electrodynamics (QED) effects in the nonadiabatic treatment of the nuclear
motion. For D2, the obtained energies have theoretical uncertainties of 0.001 cm

�1. For H2, similar uncertainties are for the lowest
levels, while for the higher ones the uncertainty increases to 0.005 cm�1. Very good agreement with recent high-resolution
measurements of the rotational v = 0 levels of H2, including states with large angular momentum J, is achieved. This agreement
would not have been possible without accurate evaluation of the relativistic and QED contributions and may be viewed as the first
observation of the QED effects, mainly the electron self-energy, in a molecular spectrum. For several electric quadrupole transitions,
we still observe certain disagreement with experimental results, which remains to be explained.

1. INTRODUCTION

Due to its simplicity, the hydrogen molecule and its isotopo-
mers D2 and HD are natural benchmark systems for testing
various computational and experimental approaches in molecu-
lar spectroscopy. The measurements of their rovibrational levels
have reached such a precision level1�4 that not only the
nonadiabatic and the leading relativistic effects but also quantum
electrodynamics (QED) and possibly finite nuclear size correc-
tions become important. In this work, we exploit recent theore-
tical progress in calculating the spectra of H2 and D2 using
explicitly correlated basis sets built of Gaussian or expo-
nential functions. For the latter, exact analytic formulas have
recently been derived,5 making possible the calculation of the
Born�Oppenheimer potential with an uncertainty smaller than
10�9 cm�1. The finite nuclear mass effects are calculated using
nonadiabatic perturbation theory (NAPT).6,7 In this approach,
leading nonadiabatic corrections are obtained by solving a
suitable modification of the radial Schr€odinger equation for the
nuclear motion. The advantage of this procedure is that three
universal nonadiabatic potentials entering this equation are
sufficient to obtain all rovibrational levels supported by a given
electronic state. At the precision level adequate for the present
purposes, the relativistic, QED, and finite nuclear size effects can
be taken into account at the adiabatic level of theory and included
by means of appropriate corrections to the Born�Oppenheimer
potential. These corrections are expectation values of the
Breit�Pauli Hamiltonian,8 or effective QED operators,9 com-
puted with the clamped nuclei nonrelativistic electronic wave
function. Our approach is based on the expansion of energy levels
in powers of fine structure constant α,10,11 which was originally
developed for hydrogenic systems and applied in highly accurate
calculations for light atoms.12�15

2. HISTORICAL PERSPECTIVE

A meaningful confrontation of theoretically predicted rovi-
brational levels with high-resolution spectroscopy measure-
ments became possible in 1983 with the appearance of the
pioneering work of Wolniewicz,16 who accurately computed
the nonadiabatic corrections to all vibrational levels of H2,
HD, and D2. For the H2 molecule, Wolniewicz observed a
significant disagreement of up to 0.7 cm�1 with the experi-
mental vibrational excitation energies available at that time.17

In a subsequent development, Kolos et al.18 recomputed the
Born�Oppenheimer potential for H2, obtaining the adiabatic
levels 0.1�0.2 cm�1 below the Wolniewicz values. Using the
nonadiabatic corrections from the Wolniewicz work, the authors
of ref 18 obtained improved agreement (with errors up to
0.2�0.3 cm�1) when compared with a more recent measure-
ment of Dabrowski.19

The works ofWolniewicz16 and of Kolos et al.18 were based on
the relativistic corrections computed in 196420 using a rather
small basis (of James and Coolidge type21) and only for inter-
nuclear distancesRe 3.7 bohr. To eliminate this source of uncer-
tainty, Wolniewicz22 recomputed in 1993 the relativistic cor-
rections for a wide range of distances employing a large,
asymptotically correct basis set introduced in 1966 by Kolos
and Wolniewicz.23 To obtain the nonadiabatic corrections,
Wolniewicz used an ab initio based scaling and extrapolation
procedure proposed by Schwartz and LeRoy,24 which he
believed to be more reliable (except for v = J = 0) than his
ab initio data of 1983.16 This work led to some improve-
ment in agreement with the experimental vibrational spectrum
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3106 dx.doi.org/10.1021/ct200438t |J. Chem. Theory Comput. 2011, 7, 3105–3115

Journal of Chemical Theory and Computation ARTICLE

of Dabrowski,19 as compared with the 1986 work of Kolos
et al.18

As the method of Schwartz and LeRoy24 had not been
performing very satisfactorily in some applications, especially
in the cases of HD and HT,25 in 1995 Wolniewicz26 recomputed
the nonadiabatic corrections obtaining significantly more accu-
rate values for higher vibrational levels. This resulted in further
improvement of the agreement with the vibrational quanta of
ref 19. It is difficult to say how significant this improvement was,
since the disagreement with the experimental results ofDabrowski19

was on the last digit reported by her and the corresponding experi-
mental uncertainty is not clear.

According to Wolniewicz,26 the main source of uncertainty of
his results is the QED corrections, which he evaluated only
approximately. These corrections are accurately taken into
account in the present calculations, with all α3 and the leading
α4 terms included (α is the fine structure constant). Results for
the ground rovibrational state (i.e., for the dissociation energy) of
H2 and D2 have already been presented by us in ref 27 and for
HD in ref 28. Very recently, Salumbides et al.29 reported highly
accurate experimental values of the rotational energies of v = 0
levels of H2. The uncertainty of themajority of these levels ranges
from 0.0001 cm�1 up to 0.005 cm�1. Such an accuracy, in
connection with our calculations, is sufficient to determine the
magnitude of QED effects directly from the measurements. It
should be noted that QED corrections have also been treated for
more complex systems, such as the water molecule,30 but using
an approximate one-electron approach; thus not all of the α3

terms were taken into account. However, for such systems, the
nonrelativistic treatment of the spectrum is still not accurate
enough to see QED effects in a head-on comparison between
theory and experiment.31

3. THE NONADIABATIC SCHRO. DINGER EQUATION

The nonrelativistic Schr€odinger equation is solved using the
NAPT approach.6,7 For electronic states of Σ symmetry, the
zeroth-order approximation to the total wave function can be
assumed to be a product of the electronic ϕel and nuclear χ
functions (atomic units will be used throughout):

ϕað rB, RBÞ ¼ ϕelð rB; RBÞ χð RBÞ ð1Þ

The electronic wave function ϕel satisfies the clamped nuclei
Schr€odinger equation:

½Hel � EelðRÞ�ϕel ¼ 0 ð2Þ
where Hel is the electronic Hamiltonian, and thus parametrically
depends on the internuclear distance R. The function χ satisfies
the nuclear Schr€odinger equation

�∇2
R

2μn
þ EelðRÞ þ EaðRÞ

" #
χð RBÞ ¼ Eaχð RBÞ ð3Þ

with μn being the nuclear reduced mass, and the adiabatic
correction Ea(R) is given by the electronic matrix element

EaðRÞ ¼ ÆϕeljHnjϕelæel ð4Þ
of the nuclear partHn =H�Hel of the total HamiltonianH (the
brackets Æ 3 3 3 æel denote integration over the electronic coordi-
nates only). For specified angular momentum J, the nuclear

equation becomes

� 1
R2

∂

∂R
R2

2μn

∂

∂R
þ JðJ þ 1Þ

2μnR2
þ EaðRÞ þ EelðRÞ

" #
χJðRÞ

¼ EaχJðRÞ
ð5Þ

Using NAPT,6,7 all of the finite nuclear mass corrections are
obtained perturbatively in progressive powers of the electron�
nuclear mass ratio. Up to the order O (μn

�2), they can all be
included in the following radial equation as an R-dependent
modification of the effective nuclear reduced mass and of the
interaction potential:

� 1
R2

∂

∂R
R2

2μjjðRÞ
∂

∂R
þ JðJ þ 1Þ

2μ^ðRÞR2
þ Y ðRÞ

" #
χ~JðRÞ

¼ Eχ~JðRÞ ð6Þ

where

Y ðRÞ ¼ EelðRÞ þ EaðRÞ þ δEnaðRÞ ð7Þ

Themodifications of the effective nuclear reducedmass are of the
form

1
2μjjðRÞ

� 1
2μn

þ 1
μ2n

nB 3∇BRϕel

�����
1

ðEel �HelÞ0
����� nB 3∇BRϕel

+

el

*
ð8Þ

and

1
2μ^ðRÞ

� 1
2μn

þ 1
μ2n

X
i, j

ðδij � ninjÞ
2

∇i
Rϕel

�����
1

Eel �Hel

�����∇
j
Rϕel

+

el

*

ð9Þ

with nB = RB/R and the prime in the resolvent indicating the
orthogonalization to ϕel. The concept of the variable nuclear
reduced mass has been present in the literature for a long time
now,32�35 and NAPT supplies explicit formulas for their numer-
ical evaluation. The nonadiabatic correction δEna(R) to the
interaction potential can also be expressed in terms of the
second-order electronic matrix elements. Since the correspond-
ing formula is rather complicated, we refer the reader to refs 6 and
7 for its detailed form. The main advantage of the presented
approach is that a single radial equation (eq 6) gives quite
accurately all (nonrelativistic) rovibrational states of a diatomic
molecule. In the present implementation of NAPT, the compu-
tational precision is limited by neglectedO (μn

�5/2) corrections,
which for the dissociation energy of the lowest rovibrational state
are estimated to amount about 0.0001 cm�1. Other important
corrections are considered in the following section.
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4. RELATIVISTIC AND QED CORRECTIONS

When computed using the adiabatic wave function of eq 1, the
leading-order relativistic, QED, and finite nuclear size corrections
enter only through an effective potential Y (R), namely

Y ðRÞ ¼ EelðRÞ þ EaðRÞ þ δEnaðRÞ þ Eð2ÞðRÞ
þ Eð3ÞðRÞ þ Eð4ÞðRÞ þ E fsðRÞ

ð10Þ

The relativistic correction E(2)(R) is the electronic expectation
value of the Breit�Pauli Hamiltonian,8 which for a Σ state of a
many-electron molecule is

Eð2ÞðRÞ ¼ α2 ϕel

������
1
8

X
a

p4a þ π

2

X
a,A

ZAδð rBaAÞ þ π
X
a < b

δð rBabÞ
*

� 1
2

X
a < b

pBa

1
rab

pBb þ pBa 3 rBab

1
r3ab

rBab 3 pBb

 !�����ϕel
+

el

ð11Þ
where the indices a and A correspond to electrons and nuclei,
respectively.

The leading QED correction for a Σ state is

Eð3ÞðRÞ ¼ α3
P
a < b

164
15

þ 14
3
ln α

� �
Æϕeljδð rBabÞjϕelæel

(

� 7
6π

ϕel

�����
1
r3ab

�����ϕel
+

el

* )

þ α3
X
a,A

19
30

� 2 ln α� ln k0ðRÞ
� �

4ZA

3
Æϕeljδð rBaAÞjϕelæel

ð12Þ

The matrix element of 1/rab
3 requires subtraction of a divergence

at rab = 0; for details, see ref 9. In the adiabatic approximation, the
R-dependent Bethe logarithm ln k0(R) is defined by27

ln k0ðRÞ ¼
Æϕelj

P
a

pBaðHel � EelÞ ln½2ðHel � EelÞ�
P
b

pBbjϕelæ
Æϕelj

P
a

pBaðHel � EelÞ
P
b

pBbjϕelæ

ð13Þ
The α4 and higher-order QED corrections36,37 are in general
not known for molecules. One can however approximate them
by the numerically dominating one-loop self-energy and
vacuum polarization corrections known from the hydrogenic
Lamb shift:36

Eð4Þ
one-loopðRÞ ¼ πα4 427

96
� ln 4

� �X
a,A

ZAÆϕeljδð rBaAÞjϕelæel

ð14Þ
On the basis of the atomic calculations,36,37 we conservatively
estimate that this formula approximates the accurate value of
E(4) with an error of at most 50%.

The finite nuclear size correction E fs(R) is given, to a very
good approximation, by the root-mean-square nuclear charge
radius rch:

E fsðRÞ ¼ 2π
3
α2
X
a,A

ZA
r2chðAÞ
l2C

Æϕeljδð rBaAÞjϕelæel ð15Þ

where lC = 386.15926459 fm is the Compton wavelength over
2π (rch(H) = 0.84184(67) fm and rch(D) = 2.1402(28) fm). For
H2, the energy level shift resulting from this correction is always
less than 0.0001 cm�1, whereas for D2 it amounts to only
0.0002 cm�1 or less. Nevertheless, in both cases, this correction
has been included in our final results. According to our knowl-
edge, there are no further corrections to the rovibrational
energies which contribute above 0.001 cm�1. The atomic
hyperfine splittings are larger than that but are subtracted from
the experimental dissociation energies. Recently reported38

gerade�ungerade mixing and splitting effects in H2 turned out
to be smaller than 10�6 cm�1 and thus are entirely negligible for
the present purposes.

5. NUMERICAL APPROACH

A very accurate clamped nuclei potential for the X1Σg
+ state

was reported recently in ref 5. For the whole energy curve, an
accuracy on the order of 10�9 cm�1 has been reached. This is the
most accurate potential to date for H2 itself but also for any
molecular system with two or more electrons. Increasing the
accuracy to this level has been possible thanks to the discovery of
analytic formulas for two-center two-electron integrals with expo-
nential functions.39 To achieve this high numerical accuracy,
different basis sets were used, depending on the internuclear
distanceR. ForR<12 bohr, the James�Coolidge basis functions21

of the form

ψkð rB1, rB2Þ ¼ ð1 þ P̂12Þð1 þ î Þ
expð� αðr1A þ r1BÞ � αðr2A þ r2BÞÞ
� rn1k12 ðr1A� r1BÞn2kðr2A� r2BÞn3kðr1A þ r1BÞn4kðr2A þ r2BÞn5k

ð16Þ
have been employed. The symmetry projector (1 + P̂12) ensures
a singlet state, while the spatial projector (1 + î) ensures the
gerade symmetry. Since in the actual numerical calculations one
can use only a finite number of basis functions, one has to
somehow select the most appropriate finite subset of functions of
eq 16. We assumed, therefore, that the finite basis consists of all
functions ψk with nonnegative integers nik such that
X5
i¼ 1

nik e Ω ð17Þ

with Ω = 3�20, and the final result is obtained by a numerical
extrapolation with Ω f ∞. The nonlinear parameters were
optimized separately for each internuclear distance R, and then
the exponential convergence to a complete basis set as Ω f ∞
was observed.

To represent the electronic wave function at 12 e R e 20
bohr, a special case of the Kolos andWolniewicz basis40 was used

ψkð rB1, rB2Þ
¼ ð1 þ P̂12Þð1 þîÞ expð� ðr1A þ r2BÞÞ rn1k12 r

n2k
1A r

n3k
1B r

n4k
2A r

n5k
2B

ð18Þ
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withΩ up to 16. This basis, which may be viewed as a generalized
Heitler�London basis (it contains the Heitler�London function),

is needed to correctly describe molecular dissociation. At R = 12
bohr, the accuracy achieved with the basis set of eq 18 is close to

Table 1. Theoretically Predicted Dissociation Energies (in cm�1) of All 302 Bound States of H2
a

v\J 0 1 2 3 4 5 6 7

0 36118.0696 35999.5827 35763.6964 35412.5507 34949.2721 34377.8800 33703.1726 32930.5991
1 31956.9034 31844.3290 31620.2311 31286.6781 30846.6902 30304.1479 29663.6809 28930.5440
2 28031.0670 27924.2753 27711.7087 27395.3676 26978.1720 26463.8724 25856.9411 25162.4519

3 24335.6787 24234.5818 24033.3726 23733.9878 23339.2543 22852.8015 22278.9563 21622.6265

4 20867.7039 20772.2598 20582.3263 20299.7818 19927.3669 19468.6008 18927.6785 18309.3586

5 17626.1400 17536.3593 17357.7260 17092.0653 16742.0411 16311.0741 15803.2433 15223.1787

6 14612.2901 14528.2461 14361.0627 14112.5194 13785.2138 13382.4836 12908.3120 12367.2247

7 11830.1543 11751.9964 11596.5661 11365.6062 11061.6626 10688.0095 10248.5600 9747.7694

8 9286.9790 9214.9526 9071.7726 8859.1575 8579.6206 8236.3999 7833.3746 7374.9763

9 6994.0292 6928.5057 6798.3271 6605.2057 6351.6504 6040.9022 5676.8602 5264.0027

10 4967.6786 4909.1996 4793.1191 4621.1702 4395.9005 4120.6166 3799.3225 3436.6592

11 3230.9712 3180.3202 3079.9265 2931.5894 2737.9677 2502.5403 2229.5680 1924.0695

12 1815.8955 1774.2213 1691.8517 1570.7364 1413.7847 1224.8610 1008.8062 771.5140

13 766.7551 735.8177 675.0810 586.8399 474.5979 343.1936 199.1012 51.2532

14 144.7964 127.6357 94.9453 50.2393 0.0265b

v\J 8 9 10 11 12 13 14 15

0 32066.1266 31116.1067 30087.1493 28986.0061 27819.4682 26594.2780 25317.0575 23994.2505

1 28110.4874 27209.6288 26234.3321 25191.0967 24086.4605 22926.9171 21718.8492 20468.4759

2 24385.9548 23533.3534 22610.7880 21624.5312 20580.8960 19486.1590 18346.4985 17167.9474

3 20889.1803 20084.3279 19214.0114 18284.3049 17301.3289 16271.1794 15199.8715 14093.2980

4 17618.8479 16861.6882 16043.6518 15170.6479 14248.6434 13283.5982 12281.4160 11247.9099

5 14575.9499 13866.9601 13101.8471 12286.3973 11426.4734 10527.9578 9596.7126 8638.5554

6 11764.1860 11104.4981 10393.7108 9637.5433 8841.8215 8012.4332 7155.3007 6276.3735

7 9190.5379 8582.1192 7928.0390 7234.0292 6505.9792 5749.9080 4971.9605 4178.4321

8 6866.1012 6312.0299 5718.3612 5090.9637 4435.9509 3759.6871 3068.8309 2370.4348

9 4807.3140 4312.2229 3784.5601 3230.5444 2656.8077 2070.4770 1479.3467 892.2132

10 3037.8559 2608.7032 2155.5628 1685.4344 1206.1180 726.5520 257.5346

11 1591.8264 1239.4455 874.5218 506.0045 145.0445

12 520.1248 263.4848 13.3741

v\J 16 17 18 19 20 21 22 23

0 22632.0799 21236.5171 19813.2627 18367.7376 16905.0813 15430.1579 13947.5677 12461.6638

1 19181.8142 17864.6524 16522.5351 15160.7573 13784.3676 12398.1776 11006.7791 9614.5672

2 15956.3587 14717.3851 13456.4677 12178.8362 10889.5174 9593.3530 8295.0256 6999.0945

3 12957.2014 11797.1591 10618.5796 9426.7112 8226.6608 7023.4255 5821.9382 4627.1316

4 10188.7828 9109.6212 8015.9040 6913.0252 5806.3338 4701.1940 3603.0755 2517.6864

5 7659.2518 6664.5260 5660.0900 4651.6971 3645.2264 2646.8145 1663.0640 701.3929

6 5381.6434 4477.1860 3569.2356 2664.3109 1769.4191 892.4054 42.5995

7 3375.8309 2570.9911 1771.2705 984.8942 221.6033

8 1672.1303 982.4662 311.5626

9 319.5464

v\J 24 25 26 27 28 29 30 31

0 10976.5735 9496.2237 8024.3709 6564.6364 5120.5483 3695.5928 2293.2796 917.2285
1 8225.7696 6844.4839 5474.7238 4120.4784 2785.7900 1474.8629 192.2238
2 5710.0438 4432.3453 3170.5449 1929.3851 713.9904

3 3444.0280 2277.8701 1134.3209 19.7931b

4 1451.1807 410.5020
a v and J are the vibrational and rotational quantum numbers, respectively. Error estimation for individual states is given in the Supporting Information.
bThis state is entirely due to nonadiabatic effects. Since it does not appear at the adiabatic approximation, its energy may be substantially less accurate
than the energies of the remaining rovibrational states.
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Table 2. Theoretically Predicted Dissociation Energies (in cm�1) of All 598 Bound States of D2
a

v\J 0 1 2 3 4 5 6 7 8 9 10

0 36748.3634 36688.5828 36569.2963 36391.0490 36154.6478 35861.1488 35511.8412 35108.2289 34652.0088 34145.0488 33589.3635

1 33754.7463 33697.0758 33582.0029 33410.0597 33182.0337 32898.9554 32562.0824 32172.8812 31733.0063 31244.2778 30708.6583

2 30880.2430 30824.6456 30713.7129 30547.9643 30328.1686 30055.3317 29730.6810 29355.6472 28931.8440 28461.0461 27945.1666

3 28122.7615 28069.2076 27962.3556 27802.7132 27591.0311 27328.2917 27015.6934 26654.6328 26246.6848 25793.5810 25297.1880

4 25480.6486 25429.1157 25326.3000 25172.6976 24969.0422 24716.2938 24415.6231 24068.3944 23676.1459 23240.5687 22763.4852

5 22952.7114 22903.1852 22804.3772 22656.7728 22461.0894 22218.2657 21929.4464 21595.9654 21219.3265 20801.1827 20343.3156

6 20538.2479 20490.7226 20395.9113 20254.2889 20066.5579 19833.6368 19556.6462 19236.8915 18875.8444 18475.1232 18036.4718

7 18237.0868 18191.5664 18100.7600 17965.1331 17785.3739 17562.3826 17297.2573 16991.2773 16645.8854 16262.6681 15843.3359

8 16049.6405 16006.1398 15919.3685 15789.7833 15618.0596 15405.0808 15151.9249 14859.8479 14530.2666 14164.7400 13764.9495

9 13976.9722 13935.5186 13852.8377 13729.3782 13565.8044 13362.9849 13121.9801 12844.0261 12530.5179 12182.9911 11803.1038

10 12020.8819 11981.5173 11903.0111 11785.8056 11630.5553 11438.1169 11209.5363 10946.0334 10648.9863 10319.9134 9960.4560

11 10184.0153 10146.7989 10072.5866 9961.8154 9815.1328 9633.3864 9417.6115 9169.0172 8888.9705 8578.9799 8240.6789

12 8470.0026 8435.0143 8365.2566 8261.1634 8123.3777 7952.7421 7750.2867 7517.2160 7254.8939 6964.8287 6648.6575

13 6883.6348 6850.9801 6785.8889 6688.7948 6560.3401 6401.3676 6212.9089 5996.1728 5752.5308 5483.5039 5190.7489

14 5431.0906 5400.9066 5340.7582 5251.0815 5132.5237 4985.9347 4812.3575 4613.0166 4389.3065 4142.7793 3875.1345

15 4120.2289 4092.6936 4037.8462 3956.1303 3848.2050 3714.9379 3557.3966 3376.8392 3174.7048 2952.6049 2712.3169

16 2960.9710 2936.3160 2887.2361 2814.1894 2717.8581 2599.1427 2459.1559 2299.2164 2120.8431 1925.7521 1715.8578

17 1965.8035 1944.3335 1901.6362 1838.1950 1754.7324 1652.2069 1531.8105 1394.9679 1243.3394 1078.8290 903.6027

18 1150.4486 1132.5743 1097.0897 1044.5231 975.6684 891.5869 793.6143 683.3726 562.7936 434.1618 300.1927

19 534.7343 521.0330 493.9347 454.0526 402.3180 339.9993 268.7360 190.6028 108.2387 25.1501

20 143.4642 134.8278 117.9548 93.6691 63.2806 28.7401

21 1.6642 0.0491b

v\J 11 12 13 14 15 16 17 18 19 20 21

0 32987.0905 32340.4669 31651.8060 30923.4758 30157.8783 29357.4315 28524.5520 27661.6407 26771.0694 25855.1707 24916.2279

1 30128.2296 29505.1695 28841.7298 28140.2145 27402.9610 26632.3216 25830.6476 25000.2755 24143.5140 23262.6347 22359.8626

2 27386.2346 26786.3718 26147.7718 25472.6790 24763.3702 24022.1367 23251.2697 22453.0464 21629.7184 20783.5020 19916.5706

3 24759.4845 24182.5401 23568.4939 22919.5347 22237.8832 21525.7751 20785.4464 20019.1210 19228.9994 18417.2497 17586.0005

4 22246.8277 21692.6167 21102.9411 20479.9386 19825.7789 19142.6472 18432.7304 17698.2055 16941.2288 16163.9280 15368.3950

5 19847.6143 19316.0545 18750.6790 18153.5798 17526.8807 16872.7226 16193.2502 15490.6008 14766.8946 14024.2276 13264.6654

6 17561.7401 17052.8634 16511.8438 15940.7327 15341.6146 14716.5931 14067.7784 13397.2768 12707.1824 11999.5701 11276.4914

7 15389.7037 14903.6716 14387.2068 13842.3268 13271.0842 12675.5536 12057.8202 11419.9700 10764.0828 10092.2265 9406.4537

8 13332.6805 12869.8040 12378.2591 11860.0373 11317.1686 10751.7089 10165.7299 9561.3111 8940.5334 8305.4757 7658.2131

9 11392.6185 10953.3842 10487.3206 9996.4033 9482.6509 8948.1137 8394.8655 7824.9967 7240.6106 6643.8215 6036.7566

10 9572.3616 9157.4667 8717.6828 8254.9820 7771.3865 7268.9587 6749.7950 6216.0214 5669.7926 5113.2944 4548.7496

11 7875.8101 7486.2101 7073.7960 6640.5542 6188.5304 5719.8236 5236.5818 4741.0024 4235.3355 3721.8929 3203.0627

12 6308.1321 5945.1055 5561.5208 5159.4021 4740.8480 4308.0294 3863.1902 3408.6539 2946.8363 2480.2668 2011.6212

13 4876.0459 4541.2881 4188.4733 3819.6987 3437.1601 3043.1557 2640.0964 2230.5252 1817.1485 1402.8863 990.9510

14 3588.2093 3283.9721 2964.5198 2632.0792 2289.0159 1937.8510 1581.2918 1222.2810 864.0776 510.3933 165.6395

15 2455.7797 2185.0946 1902.5323 1610.5491 1311.8159 1009.2686 706.1933 406.3736 114.3694

16 1493.2790 1260.3555 1019.6781 774.1419 527.0394 282.2304 44.4834

17 720.1223 531.2062 340.1405 150.8950

18 164.1866 30.3695

v\J 22 23 24 25 26 27 28 29 30 31 32

0 23956.4683 22978.0571 21983.0935 20973.6071 19951.5567 18918.8293 17877.2405 16828.5352 15774.3900 14716.4151 13656.1575

1 21437.3699 20497.2704 19541.6158 18572.3932 17591.5237 16600.8620 15602.1976 14597.2554 13587.6991 12575.1334 11561.1078

2 19031.0480 18129.0038 17212.4502 16283.3399 15343.5655 14394.9594 13439.2953 12478.2906 11513.6089 10546.8645 9579.6270

3 16737.3351 15873.2873 14995.8389 14106.9182 13208.4000 12302.1065 11389.8096 10473.2340 9554.0614 8633.9359 7714.4708

4 14556.6818 13730.7962 12892.7006 12044.3114 11187.4992 10324.0917 9455.8769 8584.6075 7712.0074 6839.7795 5969.6154

5 12490.2391 11702.9433 10904.7348 10097.5334 9283.2241 8463.6608 7640.6720 6816.0677 5991.6492 5169.2212 4350.6073

6 10539.9706 9792.0047 9034.5628 8269.5895 7499.0087 6724.7301 5948.6581 5172.7034 4398.7986 3628.9187 2865.1080

7 8708.8007 8001.2872 7285.9202 6564.6983 5839.6198 5112.6937 4385.9547 3661.4828 2941.4313 2228.0638 1523.8081

8 7000.8179 6335.3630 5663.9281 4988.6099 4311.5357 3634.8825 2960.9045 2291.9703 1630.6160 979.6255 342.1539
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that obtained with the James�Coolidge basis. The Born�
Oppenheimer energies obtained as described above were fitted
with an analytic function of the form given in ref 27. We estimate
that it represents the Born�Oppenheimer potential with accu-
racy better than 10�5 cm�1. Fortran code to compute this
analytic function can be supplied upon request.

For the evaluation of adiabatic, nonadiabatic, relativistic, and
QED corrections, we have not used exponential functions, like
Kolos andWolniewicz in refs 40 and 22, because we have not yet
developed integrals with inverse quadratic powers of electronic
variables. Instead, we used explicitly correlated Gaussian (ECG)
functions of the form

ψkð rB1, rB2Þ

¼ ð1 þ P̂12Þð1( îÞ exp½�
X2
i, j¼ 1

Ak, ijð rBi � sBk, iÞð rBj � sBk, jÞ�

ð19Þ
where the symmetric 2 � 2 matrices Ak and vectors sBk (lying on
the internuclear axis) contain nonlinear parameters, five per basis
function, to be variationally optimized. The 1200-term ECG
bases were optimized with respect to Eel for R spread over the
range 0�12 bohr and employed to evaluate all of the corrections.
At larger values of R, the relativistic and QED corrections to the
potential were represented using the asymptotic constants
reported in refs 41 and 27. Details of numerical evaluations of
adiabatic and nonadiabatic corrections were presented in refs 6
and 7, while the evaluation of relativistic and QED corrections to
the potential was presented in ref 27.

It should be stressed that the method of computing the
rovibrational levels employed in this work differs slightly from
that of ref 27. In this reference, the relativistic and QED
corrections were obtained directly by averaging the corrections
to the potential with nuclear wave functions obtained in the
adiabatic approximation. In the present work, the relativistic and
QED corrections to the potential are used in the nonadiabatic
equation for the nuclear motion, so we can deal with excep-
tional states which do not exist on the adiabatic level. The

corresponding corrections to the rovibrational levels were ob-
tained as appropriate differences in calculated energies. Thus, the
present “α2” energies contain very small contributions of the
fourth and higher order inα as well as the first and higher order in
α2/μn. Similarly, the “α3” energies contain some very small
contributions from the fifth and higher powers of α. For low
values of the vibrational quantum number v, both approaches
give results differing by 0.0001 cm�1 or less. At the highest values
of v, apart from exceptional states described later on, the
differences reach 0.0005 cm�1, i.e., are of the order of the
neglected recoil corrections. These differences appear only at
the relativistic level. The QED corrections differ always less than
0.0001 cm�1.

6. RESULTS FOR HYDROGEN AND DEUTERIUM
MOLECULES

In Tables 1 and 2, we present the complete rovibrational
spectrum of molecular hydrogen and deuterium in the electronic
ground state (X 1Σg

+) in terms of dissociation energies with a
precision of about 0.001 cm�1 for D2 and from 0.001 to
0.005 cm�1 for H2. The individual adiabatic, nonadiabatic,
relativistic, and QED contributions for each level of H2 and D2

are listed in the Supporting Information files associated with this
article (the very small finite-size contribution is included in the
relativistic correction). The estimated theoretical uncertainties
corresponding to each level are also listed in these files. The
largest uncertainty comes from the α4 and higher-order QED
corrections, which have been included only approximately, see
eq 14, and from the higher-orderO (μn

�5/2) NAPT corrections.
Other significant sources of uncertainty are the neglected non-
adiabatic relativistic effects. To estimate the uncertainty of each
rovibrational level, we used the following procedure. We as-
sumed that the error caused by the neglect of the relativistic recoil
term can be estimated as me/μn times the α2 correction and,
analogously, times the α3 correction to account for the missing
QED recoil term. Similarly, we calculate the contribution to
the error budget from the missing higher-order nonadia-
batic terms as proportional to me/μn times the second-order

Table 2. Continued
v\J 22 23 24 25 26 27 28 29 30 31 32

9 5421.5600 4800.4013 4175.4879 3549.0832 2923.5329 2301.3016 1685.0260 1077.5947 482.2723

10 3978.4290 3404.6679 2829.8912 2256.6490 1687.6692 1125.9370 574.8194 38.2756

11 2681.3328 2159.3251 1639.8473 1125.9722 621.1627 129.4853

12 1543.7728 1079.8706 623.4674 178.7378

13 584.9779 189.2547

v\J 33 34 35 36 37 38 39 40 41 42 43

0 12595.1047 11534.6886 10476.2901 9421.2440 8370.8452 7326.3541 6289.0044 5260.0106 4240.5776 3231.9113 2235.2318

1 10547.1215 9534.6279 8525.0406 7519.7400 6520.0811 5527.4021 4543.0351 3568.3189 2604.6139 1653.3230 715.9165

2 8613.4269 7649.7624 6690.1076 5735.9218 4788.6608 3849.7912 2920.8076 2003.2555 1098.7610

3 6797.2565 5883.8701 4975.8879 4074.9000 3182.5291 2300.4554 1430.4494 574.4182

4 5103.2079 4242.2662 3388.5358 2543.8247 1710.0382 889.2289

5 3537.6706 2732.3404 1936.6489 1152.7828 383.1585

6 2109.5182 1364.4607 632.4843

7 831.3351 153.6817
a v and J are the vibrational and rotational quantumnumbers, respectively. Error estimation for individual states is given in the Supporting Information. bThis state
does not exist in the Born�Oppenheimer approximation and its energymay be substantially less accurate than the energies of the remaining rovibrational states.
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nonadiabatic correction. Another part of the uncertainty comes
from the incomplete treatment of the higher-order QED effects.
As previously,27 we conservatively estimate that the E(4) terms
other than the one-loop term of eq 14 as well as all higher-order
E(n) terms, n > 4, contribute at most 50% of the value of E(4)

one-loop.
The quadratic sum of the four error components described
above leads to the overall uncertainty on D0 or any other
computed energy difference.

Among the levels listed in Tables 1 and 2, we note a couple of
curiosities—the bound levels, which are absent in the Born�
Oppenheimer approximation. Such levels do not reveal them-
selves until the finite mass corrections are taken into account. In
H2, there are two such “nonadiabatic” levels: (v,J) = (3,27) and
(14,4), with dissociation energies of about 19.79 cm�1 and
0.03 cm�1, respectively. The former state was observed by
Dabrowski19 as lying 36098.04 cm�1 above the (0,0) level, which
corresponds to D0 = 20.03 cm�1. The latter one, located
36 118.12 cm�1 above the reference state, she describes as “the

last observed” and “presumably bound”. However, if we assign
the up-to-date value ofD0 to the (0,0) level, the state observed by
Dabrowski becomes a resonance located 0.05 cm�1 above the
dissociation threshold. This value is an order of magnitude
smaller than the accuracy declared by Dabrowski; therefore,
from the experimental point of view, the question whether this
state is bound or not remains open. In the D2 spectrum, we
predict the existence of only one such level (21,1) with D0 =
0.05 cm�1. In this case, it is the adiabatic correction which makes
this state bound. We note also the presence of another level
located just below the dissociation threshold—the (21,0) state
with D0 = 1.66 cm�1. This state, in contrast, is a regular one,
accommodated already by the Born�Oppenheimer potential.

The v and J dependence of the relativistic and QED correc-
tions to the rotational and vibrational excitation energies (relative
the ground v= 0, J = 0 level) is shown in Figures 1 and 2. It may be
pointed out that individual terms in eqs 11 and 12, like, e.g, mass
velocity, Darwin, Breit or Araki-Sucher ones, lead to a monotonic
dependence on v or J. The nonmonotonic behavior observed in
Figures 1 and 2 is due to cancellation effects and can be
rationalized on the basis of the different R dependence of the
corresponding corrections to the potential. One may observe
that the QED correction is not much smaller than the relativistic
one and that the neglect of the former would lead to a
qualitatively incorrect v or J dependence of the relativistic +
QED contribution.

Theoretical predictions for the ground rovibrational state
of H2 and D2 have already been presented by us in ref 27. Here,
in Table 3, we compare these results with the most recent

Figure 1. J dependence of the relativistic and QED contributions to
the rotational excitation energies at v = 0. The relativistic and
QED corrections to the ground, J = 0 level are 0.5318(5) cm�1 and
0.1964(8) cm�1, respectively.

Figure 2. Vibrational quantum number dependence of the relativistic
andQED contributions to the excitation energies at J = 0. The relativistic
and QED corrections to the ground, v = 0 level are 0.5318(5) cm�1 and
0.1964(8) cm�1, respectively.

Table 3. Dissociation Energies (in cm�1) of H2 and D2 in
Their Ground State—A Comparison with the Experiment

D0/cm
�1

H2 D2

experiment (1993) 36118.06(4)a 36748.32(7)a

experiment (2004) 36118.062(10)b 36748.343(10)b

experiment (2009/10) 36118.06962(37)c 36748.36286(68)d

theory 36118.0696(11) 36748.3634(9)

difference 0.0000(12) 0.0005(11)
aRef 66. bRef 67. cRef 1. dRef 2.

Table 4. The Lowest Rotational and Vibrational Excitation
Energies (in cm�1)

H2

J = 0 f 1 v = 0 f 1

theory 118.486812(9) 4161.1661(9)

experiment 118.48684(10)a 4161.1660(3)b

difference �0.00003(10) 0.0001(9)

D2

J = 0 f 1 v = 0 f 1

theory 59.780615(3) 2 993.6171(2)

experiment 59.78130(95)c 2 993.6130(19)d

difference �0.00068(95) 0.0041(19)
aRef 68. bRef 46. cRef 2. dRef 45.
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experimental data. Our present theoretical value of the dissocia-
tion energy of H2, D0 = 36 118.0696(11) cm�1, differing very
slightly from that of ref 27, agrees very well with the value
36 118.06962(37) cm�1 derived experimentally by Liu et al.1

The dissociation energies for D2 are 36 748.3634(9) cm
�1 from

theory and 36 748.36286(68) cm�1 from the most recent
experiment.2 The perfect agreement with the sophisticated
high-resolution measurements (see also ref 42 for a confirmation
of the result from ref 2) indicates that we control numerical
accuracy of the included energy contributions as well as all
physical effects down to 0.001 cm�1. It is worth emphasizing
that this excellent agreement would have been impossible

without including the Araki-Sucher term43,44 and the interatomic
distance dependence of the two-electron Bethe logarithm.

In Table 4, we compare our predictions for the lowest
rotational and vibrational excitation energies. Agreement with
the experimental values for H2 is excellent, but for the vibrational
excitation in D2, a small discrepancy (of 2 experimental σ) is
observed. Note that the experimental vibrational energies shown
in this table are not measured directly but are extracted from a set
of experimental literature lines fitted to the Dunham expansion.

Table 5. Energy of Rotational ExcitationsΔE(J) inH2 (v = 0) with Respect to theGround Level (v = 0, J = 0)—AComparison with
the Experimental Results of Salumbides et al.27a

J ΔEtheo(J) ΔEexptl(J) δ(theo � exptl) ΔEtheo
QED(J) ΔEexptl

QED(J)

1 118.486812(9) 118.48684(10) �0.00003(10) �0.001030(4) �0.00100(10)

2 354.37313(3) 354.3733(2) �0.0002(2) �0.00307(1) �0.0029(2)

3 705.51883(5) 705.5189(3) �0.0001(3) �0.00610(2) �0.0060(3)

4 1168.79743(9) 1168.7982(2) �0.0008(2) �0.01005(4) �0.0093(2)

5 1740.1895(1) 1740.1895(3) �0.0000(3) �0.01487(6) �0.0148(3)

6 2414.8970(2) 2414.898(5) �0.001(5) �0.02050(8) �0.019(5)

7 3187.4705(2) 3187.472(5) �0.002(5) �0.0268(1) �0.025(5)

8 4051.9430(3) 4051.943(5) �0.000(5) �0.0338(1) �0.034(5)

9 5001.9628(4) 5001.963(5) �0.000(5) �0.0414(2) �0.041(5)

10 6030.9202(5) 6030.921(5) �0.001(5) �0.0494(2) �0.049(5)

11 7132.0634(6) 7132.066(5) �0.003(5) �0.0578(2) �0.055(5)

12 8298.6014(6) 8298.600(5) 0.001(5) �0.0665(3) �0.068(5)

13 9523.7916(7) 9523.794(7) �0.002(7) �0.0754(3) �0.073(7)

14 10801.0121(9) 10801.008(9) 0.004(9) �0.0846(3) �0.089(9)

15 12123.819(1) 12123.83(1) �0.01(1) �0.0938(4) �0.08(1)

16 13485.990(1) 13485.99(1) �0.00(1) �0.1030(4) �0.10(1)
aThe two last columns show contributions to this energy from the QED effects: ΔEtheo

QED(J), predicted in our calculations, and ΔEexptl
QED(J), extracted

from the experimental data by subtracting our relativistic energies from the measured values given in column ΔEexptl(J). All entries in cm�1.

Figure 3. QED contributions to the rotational excitation energies at
v = 0. Comparison of the present theoretical calculations (open diamonds)
with the experimental data of ref 29. The left/right energy scale is for the
levels to the left/right from the vertical line. The extent of the vertical
bars shows the experimental uncertainties (listed in Table 5). The
theoretical uncertainties (not shown) are at least an order of magnitude
smaller than the experimental ones, except for J = 4 and J = 5, when they
are 5 times smaller.

Table 6. Vibrational Excitation Energies E(v,J = 0)� E(v = 0,
J = 0) for H2 and Their Differences with the Experimental
Values of Dabrowski19 (δexptl) and with the Best Previous
Theoretical Values by Wolniewicz26 (δWol)

a

v theory δexptl
b δWol

c

1 4161.1661(9) 0.03 �0.001(1)

2 8087.0026(17) 0.07 0.000(2)

3 11782.3908(25) 0.03 �0.001(3)

4 15250.3656(32) 0.06 �0.002(3)

5 18491.9296(37) 0.01 �0.002(4)

6 21505.7795(43) 0.00 �0.004(4)

7 24287.9152(47) 0.01 �0.004(5)

8 26831.0906(50) �0.07 �0.003(5)

9 29124.0404(52) �0.05 �0.004(5)

10 31150.3909(51) �0.08 �0.004(5)

11 32887.0983(49) �0.03 �0.004(5)

12 34302.1740(42) �0.03 �0.004(4)

13 35351.3145(31) �0.05 �0.003(3)

14 35973.2731(16) �0.11 0.000(2)
aAll energies in cm�1. bDabrowski19 estimates the uncertainty of the
measurements as 0.1 cm�1. cWolniewicz26 does not give uncertainties
for individual levels. He estimates overall accuracy as 0.001 cm�1. The
error estimation in this column comes only from the uncertainty of our
calculations.
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The error estimation of the obtained value is one standard
deviation of this fit.45,46 We can also compare our result for D2

with recent fully nonadiabatic relativistic calculations through
order α2 (including all recoil terms of the order of α2/μn)
performed by Bubin et al.45 For the energy difference of
rotationless v = 1 and v = 0 states of D2, these authors obtained

2993.6326(10) cm�1, in perfect agreement with our value
2993.6326(2) cm�1 obtained neglecting recoil terms. The
authors of ref 45 attributed a discrepancy of their value
with experimental results to the missing QED correction,
unknown when their work was published. In fact, when our
QED correction, amounting to �0.0155 cm�1, is added, a small

Table 7. Comparison of the Theoretical and Experimental Quadrupole Transition Energies in H2. δ is their difference and carries
the combined experimental/theoretical uncertainty. All energies in cm�1.

S0(J)

J theory experiment53 δ experiment29 δ

0 354.373 13(3) 354.373 50(40) �0.000 37(40) 354.373 3(2) �0.000 2(2)

1 587.032 02(4) 587.032 11(17) �0.000 09(17) 587.032 1(3) 0.000 0(3)

2 814.424 30(6) 814.424 73(8) �0.000 43(10) 814.424 9(2) �0.000 6(2)

3 1 034.670 68(8) 1 034.670 24(3) 0.000 44(9) 1 034.670 6(3) 0.000 1(3)

4 1 246.099 54(9) 1 246.098 11(17) 0.001 43(19) 1 246.100(5) 0.000(5)

5 1 447.280 93(11) 1 447.278 82(41) 0.002 11(42) 1 447.282(5) �0.002(5)

Q1(J) S1(J)

J theory experiment54 δ theory experiment54 δ

0 4497.8384(9) 4497.8391(2) �0.0007(9)

1 4155.2538(9) 4155.25469(8) �0.0009(9) 4712.9046(9) 4712.9054(2) �0.0008(9)

2 4143.4653(9) 4143.4660(3) �0.0007(9) 4917.0063(10) 4917.0069(3) �0.0006(10)

3 4125.8726(9) 4125.8739(4) �0.0013(10) 5108.4029(10) 5108.4040(6) �0.0011(12)

4 4102.5820(9) 4102.582(4) 0.000(4)

Q2(J) S2(J)

J theory experiment54 δ theory experiment54 δ

0 8406.3608(18) 8406.365(2) �0.004(3)

1 8075.3074(17) 8075.3114(6) �0.0040(18) 8604.2152(18) 8604.2189(8) �0.0037(20)

2 8051.9877(17) 8051.991(7) �0.003(7) 8785.5244(18) 8785.529(6) �0.005(6)

3 8017.1831(17) 8017.19(1) �0.01(1)

Table 8. Comparison of the Theoretical and Experimental Quadrupole Transition Energies in D2. δ is their difference and carries
the combined experimental/theoretical uncertainty. All energies in cm�1.

S0(J) S1(J)

J theory experiment55 δ theory experiment56 δ

0 179.06710(1) 179.068(2) �0.001(2) 3166.3605(2) 3166.3596(40) 0.0009(40)

1 297.53374(1) 297.533(3) 0.001(3) 3278.5231(2) 3278.5222(40) 0.0009(40)

2 414.64845(2) 414.648(2) 0.000(2) 3387.2626(2) 3387.2606(50) 0.0020(50)

3 529.90025(2) 529.900(4) 0.000(4) 3492.0937(2) 3492.0913(40) 0.0024(40)

4 642.80664(2) 642.806(4) 0.001(4)

5 752.91993(3) 752.923(20) �0.003(20)

6 859.83237(3) 859.845(20) �0.013(20)

O1(J) Q1(J)

J theory experiment56 δ theory experiment56 δ

1 2991.5070(2) 2991.5043(40) 0.0027(40)

2 2814.5500(2) 2814.5459(40) 0.0041(40) 2987.2934(2) 2987.2955(40) �0.0021(40)

3 2693.9733(2) 2693.9723(40) 0.0010(40) 2980.9894(2) 2980.9882(40) 0.0012(40)

4 2572.645 0(2) 2572.6428(50) 0.0022(50) 2972.6141(2) 2972.6128(50) 0.0013(50)
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disagreement of 0.004(2) cm�1, the same as shown in Table 4,
remains.

A detailed comparison of the theoretical rotational excitation
energies with a very recent experimental determination29 is
presented in Table 5. The error estimation assigned to the
theoretical energy differences has been computed in the same
fashion as the uncertainty for the individual levels, described
earlier. In general, the assumed theoretical uncertainties are
much smaller than the experimental ones. Very good agreement
between the theoretical and experimental values is observed for
all measured levels up to J = 16, except for J = 4, where a 4σ
unexplained discrepancy is present.

In the two last columns of Table 5, we also present the pure
QED contribution to each measured rotational level obtained by
subtracting the nonrelativistic and our relativistic energies from
either the total theoretical or the experimental values. The
comparison of the theoretical and experimental QED contribu-
tions is shown in Figure 3. The observed agreement is remarkably
good (except for J = 4), confirming the accuracy of both the
measurement and the calculations. To our knowledge, this
agreement represents the first observation of QED effects in a
molecular spectrum. Specifically, these effects include the elec-
tron self-energy (interaction of the electron with the vacuum
fluctuations of the electromagnetic field), the vacuum polariza-
tion (electron�positron virtual pair creation), and the retarda-
tion of the electron�electron interaction.9 The conventional
relativistic quantum mechanics based on the Dirac�Coulomb
(DC) or Dirac�Coulomb�Breit (DCB) equations31 neglects this
complicated physics. Had we assumed the presence of exactly
two electrons in the molecule and solved the DC or DCB
equations using the direct perturbation theory (DPT) expansion
in even powers of α,47,48 then all theoretical points in Figure 3
would have lain very close to the straight line E = 0. The deviation
from this line is a quantitative demonstration of QED contribu-
tion to the rotational excitation energies of H2 . It may be pointed
out in this context that due to the Brown�Ravenhall disease,49

the eigenenergies of the DC or DCB equations are not precisely
defined50 and have an intrinsic uncertainty on the order of α3,51

the same as the leading QED effects. Thus, when adding the α3

QED contribution to relativistic energies obtained using meth-
ods other than DPT, one should take special care to avoid double
counting.

Whereas the effects of QED are well seen in the rotational
spectrum, their influence on the bond length in H2 is very small.
The rotational constant B, defined as half of the smallest
rotational spacing, decreases only by about 8 � 10�6 in relative
terms, which leads to an increase of the H�H bond distance
(assumed to be proportional to B�1/2) by merely 3 � 10�6 Å.
One should note, however, that for very weakly bound dimers,
like e.g. He2, the QED effects may significantly affect the bond
length.52

It appears that the experimental pure vibrational excitation
energies (J = 0) have not beenmeasured with accuracy comparable
to that of pure rotational ones (v = 0) of ref 29. In Table 6, we
show a comparison of our values with the experimental data of
Dabrowski19 and with the theoretical values of Wolniewicz.26

The agreement in both cases is very good, although it should be
kept in mind that the accuracy of Dabrowski’s results is limited.
She estimates it as 0.1 cm�1 without referring to any specific part
of the spectrum. We observed, however, that for some high-lying
levels (i.e., the highest bound levels shown in Table 4 of ref 19),
her energies differ from ours by 0.2�0.4 cm�1, i.e., much more

than our estimated uncertainties. The excellent agreement
between ours and Wolniewicz’s results, seen in Table 6, is likely
due to the fact that the contribution of the two-electron QED
effects, neglected by Wolniewicz, is small for the presented
vibrational energy differences.

Some highly accurate values of theQ and S branch quadrupole
transition frequencies of H2 and D2 are available in the
literature53�56 and are compared with our results in Tables 7
and 8. Both for H2 and for D2 we observe now some disagree-
ments between theory and experimental results. The most
significant discrepancies occur for the S0(2) � S0(5) transitions
in H2 measured by Jennings and Brault.53 Their transition
energies differ from 5 up to 15 experimental σ from our values.
The reason for this discrepancy is not obvious to us.We speculate
that an explanationmay come from a possible underestimation of
higher-order nonadiabatic effects, which are larger for H2 than
D2. An alternative explanation, put forward for consideration by
Campargue,57 is a small pressure shift affecting the experimental
result. On the other hand, we observe good agreement of our
predictions with somewhat less accurate S0(J) transition energies
that can be obtained from very recent measurement by Salu-
mbides et al.29 [except for the S0(2) line related to a similar
exception noted in Table 5 for J = 4]. For the Q1 and S1
transitions, the discrepancies exceed the experimental error but
fit within the sum of the theoretical and experimental uncertain-
ties. Among the Q2 and S2 transitions, two lines (J = 1) do not
conform to the above description and show discrepancies
almost twice the size of the sum of these two uncertainties.
Campargue,57 on the basis of his own measurements and a
comparison with Rahn and Rosasco’s results,58 suggests that the
discrepancy in theQ1 branch may be due to the calibration of the
spectra of ref 54. What is more, we observe very good agreement
of theoretical line positions with the measurements by Ferguson
et al.59 for higher transitions (not shown in Tables): S4(0), S4(1),
and S5(1). The differences (and the experimental uncertainties)
are 0.0008(36), 0.0001(10), and 0.0014(200) cm�1, res-
pectively.

For D2 (see Table 8), we find general agreement with the
measurements of Jennings et al.55 and of McKellar and Oka.56

The differences δ between the experimental and theoretical
frequencies fit well within the experimental uncertainties of
several thousandths of cm�1. We observe, however, a dis-
crepancy with recently reported measurements60 of S1(0) and
S1(1) lines. The experimental values 3166.3620(2) cm�1 and
3278.5220(2) cm�1 differ from our predictions by several
combined experimental/theoretical uncertainties.

7. CONCLUSION

The accuracy of about 0.001 cm�1 for most of the dissociation
energies of rovibrational levels of H2 and isotopomers has been
achieved due to the recent progress made in two directions. The
first one enabled a complete treatment of the leading α3 QED
effects. In particular, an effective approach to calculating the
many-electron Bethe logarithm and mean values of singular
operators, like the Araki-Sucher term,43,44 has been developed
and is given in refs 27, 61 and 62. The second direction,
indispensable to reaching this accuracy, is the nonadiabatic
perturbation theory, NAPT,6,7,63 which enables a rigorous ap-
proach to the finite nuclear mass effects beyond the adiabatic
approximation. However, nonadiabatic contributions to the
relativistic and QED energies (the so-called recoil corrections)
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still remain to be evaluated. These corrections as well as the
higher-order nonadiabatic O (μn

�5/2), the complete α4 QED,
and the leading term in α5 correction have to be evaluated in
order to reach a 10�6 cm�1 level of accuracy, where the H2

spectrum becomes sensitive to uncertainties in the electron�
proton mass ratio and in the proton charge radius.64 One
may speculate that at this level of precision exotic forces
between hadrons carried by very weakly interacting sub-
electronvolt particles (WISPs) might also become spectro-
scopically observable.65
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ABSTRACT:We explore several random phase approximation (RPA) correlation energy variants within the adiabatic-connection
fluctuation�dissipation theorem approach. These variants differ in the way the exchange interactions are treated. One of these
variants, named dRPA-II, is original to this work and closely resembles the second-order screened exchange (SOSEX) method. We
discuss and clarify the connections among different RPA formulations. We derive the spin-adapted forms of all the variants for
closed-shell systems and test them on a few atomic and molecular systems with and without range separation of the electron�
electron interaction.

1. INTRODUCTION

There is a recent revival of interest in the random phase
approximation (RPA) to obtain ground-state correlation energies
of electronic systems.1�41 The RPA is considered a promising
first approximation to obtain nonperturbative, exact-exchange-
compatible, post-Kohn�Sham correlation energy corrections in
density-functional theory. In particular, the RPA is thought of as a
remedy for the bad description of London dispersion forces by
conventional local and semilocal density-functional approxi-
mations. However, it is widely admitted that while RPA is
well adapted to long-range electron�electron interactions, for
small interelectronic distances its performance is even poorer
than that of semilocal density functionals.42,43 An efficient way
to make optimal use of RPA is to apply it in a range-separated
approach,44,45 where the short-range interactions are described
by an exchange-correlation density functional, and long-range
exchange and correlation are treated byHartree�Fock (HF) and
RPA, respectively. Computational schemes following these prin-
ciples have been recently proposed and applied mainly to van der
Waals complexes.15�17,28,31,33,46

Several formulations of RPA have been developed. Perhaps, the
most well-known approach to RPA is the one based on the adiabatic-
connection fluctuation�dissipation theorem (ACFDT).47,48 In this
approach, the correlation energy expression involves integrations over
both the frequency and the interaction strength, which can be
performed either numerically or analytically.Obviously, an expression
which has already been integrated analytically along at least one or
both of these variables is more advantageous than the repeated use of
numerical quadratures. If an analytical integration over the frequency
is performed first, followed by a numerical integration over the
interaction strength, one obtains an expression that is of the form of
an interaction-strength-averaged two-particle density matrix con-
tractedwith the two-electron integrals. This is the adiabatic-connection
formulation. An analytical integration over the interaction strength
followed by a numerical integration along the frequency leads to
an expression involving the dynamic dielectric matrix. This is the
dielectric-matrix formulation. With a second analytical integration

(either along the interaction strength starting from the adia-
batic-connection expression or along the frequency starting from
the dielectric-matrix expression) both of these intermediate forms
can be converted to a common expression, which consists of a sum
of the shifts of electronic excitation energies when passing from an
independent-particle to the RPA description of the excited states.
This is the plasmon formulation. The plasmon expression can be
further converted to an equivalent expression involving coupled-
cluster doubles (CCD) amplitudes calculated in the ring-diagram
approximation.14 This is the ring CCD formulation. The relation-
ship between the adiabatic-connection and ring CCD formula-
tions of RPA has been recently discussed in ref 34.

In this work, we study different variants of RPA within the
adiabatic-connection formulation, which differ in the way the
exchange interactions are handled. If the exchange interactions
are neglected in the density matrix, we obtain the direct RPA
(dRPA) approach (also called time-dependent Hartree), while
inclusion of the nonlocal HF exchange response kernel leads to
the RPAx approach (also called time-dependent Hartree�Fock,
or full RPA). A third possibility, not discussed here, consists of
including an exact exchange response kernel from a local exact
exchange potential.27 If the dRPA density matrix is contracted
with nonantisymmetrized two-electron integrals, one obtains
what we call the dRPA-I variant, while if it is contracted with
antisymmetrized two-electron integrals, one obtains the dRPA-II
variant. Similarly, if the RPAx density matrix is contracted with
nonantisymmetrized two-electron integrals, the RPAx-I variant is
obtained, while if it is contracted with antisymmetrized two-
electron integrals, one obtains the RPAx-II variant. The dRPA-I
variant is just the commonly called “RPA” of the density-
functional/material-science community. The dRPA-II variant,
which is similar to the second-order screened exchange (SOSEX)
expression introduced by Gr€uneis et al.23 in the ring CCD
formulation, is original to this work. In contrast to SOSEX, it
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involves higher-order screened exchange effects. The RPAx-II
variant was first introduced byMcLachlan and Ball,49 but here we
derive a new adiabatic-connection expression for it. Finally, the
RPAx-I variant has been recently introduced by Toulouse
et al.15,33 When possible, for the case of dRPA-I and RPAx-II,
we also compare with the equivalent plasmon formulation and
clarify the origin of the prefactor of 1/4 in the plasmon formula
of RPAx-II in place of the prefactor of 1/2 appearing for
dRPA-I. We remind the reader that in spite of the very different
formulations, the dRPA-I variant is the same as the direct ring-
CCD method, while the RPAx-II approach is identical to ring-
CCD.34,46

For the sake of simplicity, we give all the expressions without
range separation, but it is straightforward to generalize them for
the case of range separation, as done in ref 33. The paper is
organized as follows. In section 2, we first provide an overview of
the adiabatic-connection RPA correlation energy variants. In
section 3, we review how the two-particle density matrix is
obtained from the RPA polarization propagator. In section 4,
we derive the expressions of RPA correlation energy variants in a
spin�orbital basis. In section 5, we derive the corresponding
spin-adapted expressions for closed-shell systems. In section 6,
we perform numerical comparisons of different variants on a few
atomic andmolecular systems with andwithout range separation.
Finally, section 7 contains our conclusions. The analysis of the
second-order limit in the electron�electron interaction of each
variant is given in the Appendix.

2. OVERVIEW OF RPA CORRELATION ENERGY VAR-
IANTS IN THE ADIABATIC-CONNECTION
FORMULATION

In the adiabatic-connection formalism, the correlation energy
in a spin�orbital basis can be expressed as

Ec ¼ 1
2

Z 1

0
dα TrfVPc,αg ¼ 1

2

Z 1

0
dα ∑

pq, rs
ÆrqjspæðPc,αÞpq, rs

ð1Þ
where Vsr,qp = Ærq|spæ are the two-electron integrals, Pc,α is the
correlation part of the two-particle density matrix at interac-
tion strength α, and Tr denotes the trace (sum over the indices
r and s). Using the antisymmetry of Pc,α with respect to the
permutation of the indices p and s, the correlation energy can also
be expressed as

Ec ¼ 1
4

Z 1

0
dα TrfWPc,αg

¼ 1
4

Z 1

0
dα ∑

pq, rs
ÆrqjjspæðPc,αÞpq, rs ð2Þ

where Wsr,qp = Ærq||spæ = Ærq|spæ � Ærq|psæ are the antisymme-
trized two-electron integrals. In RPA-type approximations,Pc,α is
obtained via the fluctuation�dissipation theorem

PRPA
c,α ¼ �

Z ∞

�∞

dω
2πi

eiω0
þ ½ΠRPA

α ðωÞ �Π0ðωÞ� ð3Þ

where Πα
RPA(ω) is the four-index matrix representation of the

dynamic polarization propagator at interaction strength α and
frequency ω, and Π0(ω) is the corresponding noninteracting

(Hartree�Fock or Kohn�Sham) polarization propagator. In the
dRPA variant (or time-dependent Hartree), the polarization
propagator is obtained from the response equation with the
Hartree kernel V

ΠdRPA
α ðωÞ�1 ¼ Π0ðωÞ�1 � αV ð4Þ

whereas in the RPAx variant (or time-dependent Hartree�Fock),
the polarization propagator is obtained using the Hartree�Fock
kernelW

ΠRPAx
α ðωÞ�1 ¼ Π0ðωÞ�1 � αW ð5Þ

The obtained dRPA and RPAx correlation density matrices Pc,α
dRPA

andPc,α
RPAx are completely expressed in the basis of occupied-virtual

orbital products, i.e., pq = ia or ai and rs = jb or bj where i and j
refer to occupied orbitals and a and b to virtual orbitals. Neither
Pc,α
dRPA nor Pc,α

RPAx are properly antisymmetric. As a consequence,
the two correlation energy expressions, eqs 1 and 2, are no longer
equivalent in dRPA or RPAx. This leads to at least four RPA vari-
ants for calculating correlation energies, denoted here by dRPA-I,
dRPA-II, RPAx-I, and RPAx-II, depending on whether the correla-
tion density matrix is contracted with the nonantisymmetrized
two-electron integrals V (variants I) or the antisymmetrized two-
electron integrals W (variants II).

The dRPA-I variant is obtained by inserting the dRPA
correlation density matrix in eq 1:

EdRPA-Ic ¼ 1
2

Z 1

0
dα TrfVPdRPA

c,α g ð6Þ

This variant is commonly called “RPA” in the density-functional/
material-science community. It corresponds to the first RPA
correlation energy approximation historically developed and is
still widely used. Since the dRPA response equation involves
the mere Hartree kernel, only the screening effect of the bare
Coulomb interaction is taken into account in the polarization
propagator and all exchange-correlation screening effects are
neglected. The resulting correlation energies tend to be too
strongly negative. At second order in the electron�electron
interaction, the dRPA-I correlation energy does not reduce to
the standard second-order Møller�Plesset (MP2) correlation
energy but instead to a “direct MP2” expression, i.e., without the
MP2 exchange term.2,50

The dRPA-II variant is obtained by contracting the dRPA
correlation density matrix with the antisymmetrized two-
electron integrals W:

EdRPA-IIc ¼ 1
2

Z 1

0
dα TrfWPdRPA

c,α g ð7Þ

which re-establishes the correct second-order MP2 limit. In view
of equation 2, it could have been suggested to use a factor of 1/4
instead of 1/2 in eq 7, but in fact the correct MP2 limit is only
recovered with the factor 1/2. This variant can also be obtained
from eq 6 by antisymmetrizing the correlation density matrix
with respect to the permutation of p and s: (Pc,α

dRPA)pq,rs f
(Pc,α

dRPA)pq,rs � (Pc,α
dRPA)sq,rp. As far as we know, the dRPA-II

variant has never been described before. It is similar to the
second-order screened exchange (SOSEX) expression intro-
duced by Gr€uneis et al.,23 but the latter does not involve
integration over the adiabatic connection and treats exchange
effects only at the lowest order of perturbation.
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The RPAx-I variant is obtained by inserting the RPAx correla-
tion density matrix in eq 1:

ERPAx-Ic ¼ 1
2

Z 1

0
dα TrfVPRPAx

c,α g ð8Þ

and has been introduced recently by Toulouse et al.15,33 In this
variant, the exchange screening effects are taken into account in
the polarization propagator. The matrix Pc,α

RPAx is properly anti-
symmetric at first order, and therefore the RPAx-I correlation
energy has the correct MP2 limit. At higher orders, however,
Pc,α
RPAx violates antisymmetry properties to some extent.
The RPAx-II variant is obtained by inserting the RPAx

correlation density matrix in eq 2:

ERPAx-IIc ¼ 1
4

Z 1

0
dα TrfWPRPAx

c,α g ð9Þ

which can also be obtained from eq 8 by antisymmetrizing the
correlation density matrix: (Pc,α

RPAx)pq,rs f (1/2)[(Pc,α
RPAx)pq,rs �

(Pc,α
RPAx)sq,rp], the factor 1/2 being justified by the fact that Pc,α

RPAx

is already approximately antisymmetric, in contrast to Pc,α
dRPA.

This variant was first introduced by McLachlan and Ball.49 At
second order, it properly reduces to MP2.

In the following, these four RPA correlation energy variants
will be analyzed further, and working expressions will be given.

3. TWO-PARTICLE DENSITY MATRIX FROM THE PO-
LARIZATION PROPAGATOR

We first briefly review how to extract a two-particle density
matrix from the RPA polarization propagator. The noninteract-
ing (Hartree�Fock or Kohn�Sham) polarization propagator
Π0(ω) writes

Π0ðωÞ ¼ � ðΛ0 �ωΔÞ�1 ð10Þ
where Λ0 and Δ are 2 � 2 supermatrices

Λ0 ¼ ε 0
0 ε

 !
and Δ ¼ I 0

0 �I

 !
ð11Þ

each block being of dimension NoNv � NoNv, where No and Nv

are the numbers of occupied and virtual orbitals, respectively.
The diagonal matrix ε contains the independent one-particle
excitation energies, εia,jb = (εa�εi)δijδab, and I is the identity
matrix. Similarly, the RPA polarization propagator at interaction
strength α writes

ΠRPA
α ðωÞ ¼ � ðΛα �ωΔÞ�1 ð12Þ

where the supermatrixΛα is calculated with the Hartree kernelV
in the case of dRPA:

ΛdRPA
α ¼ Λ0 þ αV ð13Þ

and with the Hartree�Fock kernel W in the case of RPAx:

ΛRPAx
α ¼ Λ0 þ αW ð14Þ

From now on, we will consider real-valued orbitals. In this case,
the Hartree kernel is made of four identical blocks,

V ¼ K K
K K

 !
ð15Þ

where Kia,jb = Æab|ijæ are nonantisymmetrized two-electron
integrals. Similarly, the Hartree�Fock kernel writes

W ¼ A0 B
B A0

 !
ð16Þ

with the antisymmetrized two-electron integrals

A0
ia, jb ¼ Æibjjajæ ¼ Æibjajæ� Æibjjaæ ¼ Kia, jb � Jia, jb ð17Þ

and

Bia, jb ¼ Æabjjijæ ¼ Æabjijæ� Æabjjiæ ¼ Kia, jb � K0
ia, jb ð18Þ

Let us consider now the generalized nonhermitian RPA
eigenvalue equation

ΛαCα, n ¼ ωα, nΔCα, n ð19Þ
whose solutions come in pairs: positive excitation energies ωα,n

with eigenvectors Cα,n = (xα,n,yα,n) and negative excitation
energies ωα,�n = �ωα,n with eigenvectors Cα,�n = (yα,n,xα,n).
The spectral representation of Πα

RPA(ω) then writes

ΠRPA
α ðωÞ ¼ ∑

n

Cα, nCT
α, n

ω�ωα, n þ i0þ
� Cα,�nCT

α,�n

ω�ωα,�n � i0þ

( )

ð20Þ
where the sum is over eigenvectors n with positive excitation
energies ωα,n > 0. The fluctuation�dissipation theorem [eq 3]
leads to the supermatrix representation of the correlation density
matrix Pc,α

RPA (using contour integration in the upper half of the
complex plane):

PRPA
c,α ¼ �

Z ∞

�∞

dω
2πi

eiω0
þ ½ΠRPA

α ðωÞ �Π0ðωÞ�

¼ ∑
n
fCα,�nC

T
α,�n � C0,�nC

T
0,�ng ð21Þ

with the noninteracting eigenvectors C0,�n = (y0,n,x0,n) with
y0,n = 0 and x0,n = 1n (where 1n is the vector whose nth component
is 1 and all other components are zero). The explicit supermatrix
expression of the RPA correlation density matrix is thus

PRPA
c,α ¼ YαYT

α YαXT
α

XαYT
α XαXT

α

 !
� 0 0

0 I

 !
ð22Þ

where Xα and Yα are the matrices whose columns contain the
eigenvectors xα,n and yα,n. The dRPA and RPAx correlation
density matrices have the same form in terms of the eigenvector
matrices Xα and Yα, although the eigenvectors are of course
different for dRPA and RPAx.

4. CORRELATION ENERGY EXPRESSIONS IN A SPIN�
ORBITAL BASIS

We give here the expressions in a spin�orbital basis for
calculating the different RPA correlation energy variants. We
first consider the dRPA-I and RPAx-II variants which have similar
expressions. In both cases, the integration over the adiabatic
connection can be done analytically, leading to plasmon for-
mulas. We then examine the dRPA-II and RPAx-I variants. They
have in common that they mix the nonantisymmetrized
integrals V and the antisymmetrized integrals W, which makes
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it impossible to do the integration over the adiabatic connection
analytically. Although the dRPA-I variant is well-documented in
the literature after the work of Furche and co-workers,2,13,32 the
review that we give here is useful to define our notations and for
comparisons with other variants. The RPAx-I variant has been
discussed in detail in the context of range separation by Toulouse
et al.15,31,33 The RPAx-II variant is much less documented, and
the dRPA-II is new, so most of the expressions that we give for
them are original to this work.
4.1. dRPA-I Correlation Energy. There are several equivalent

expressions for the dRPA-I correlation energy.
4.1.1. Adiabatic-Connection Formula. The dRPA-I correla-

tion energy of eq 6 can be expressed with the eigenvectors of the
dRPA polarization propagator according to the general prescrip-
tion to form the correlation density matrix, eq 21:

EdRPA-Ic ¼ 1
2

Z 1

0
dα∑

n
TrfVCα,�nC

T
α,�n �VC0,�nC

T
0,�ng

ð23Þ
or, using the explicit expressions in terms of the block matrix
components [eqs 15 and 22]:

EdRPA-Ic ¼ 1
2

Z 1

0
dα trf½ðXα þ YαÞðXα þ YαÞT � I�Kg

ð24Þ
where tr refers to the trace now applied to the block matrices
(which are half the size of the supermatrices). As shown by
Furche,2 one does not need to calculate explicitly the eigenvector
matricesXα and Yα to get the correlation energy; it is sufficient to
form the matrix

Q α ¼ ðXα þ YαÞðXα þ YαÞT ð25Þ
which can be obtained directly from the matrices involved in the
RPA response equation. In the case of dRPA, it simply reads

Q dRPA
α ¼ ε1=2ðMdRPA

α Þ�1=2ε1=2 ð26Þ
with

MdRPA
α ¼ ε1=2ðε þ 2αKÞε1=2 ð27Þ

The adiabatic-connection formula for the dRPA-I correlation
energy is then finally

EdRPA-Ic ¼ 1
2

Z 1

0
dα trf½Q dRPA

α � I�Kg ð28Þ

In previous papers, this equation was written with the matrix
Pα
dRPA = Q α

dRPA � I.
4.1.2. Plasmon Formula.The plasmon formula for the dRPA-I

correlation energy is found by starting from an equivalent form of
eq 23:

EdRPA-Ic ¼ 1
2

Z 1

0
dα ∑

n
TrfCT

α,� nVCα,�n � CT
0,� nVC0,�ng

ð29Þ
obtained by a cyclic permutation of the matrices in the trace.
Since the positive excitation energies can be written as13,49

ωdRPA
α, n ¼ CT

α,� nΛ
dRPA
α Cα,�n ð30Þ

the derivative of ωα,n with respect to α gives

dωdRPA
α, n

dα
¼ CT

α,�n
dΛdRPA

α

dα
Cα,�n ¼ CT

α,�nVCα,�n ð31Þ

which allows one to perform the integral over α in eq 29
analytically, leading to the plasmon formula

EdRPA-Ic ¼ 1
2∑n

ðωdRPA
1, n �ω0, n �CT

0,�nVC0,�nÞ

¼ 1
2∑n

ðωdRPA
1, n �ωdTDA

n Þ ð32Þ

where ∑nωn
dTDA = ∑nCα,�n

T Λ1
dRPAC0,�n = ∑nω0,n +C0,�n

T VC0,�n

is the sum of the (positive) excitation energies in the direct
Tamm-Dancoff approximation (dTDA). The sum of the dTDA
excitation energies can also be expressed as ∑nωn

dTDA = tr{ε + K}.
4.1.3. Alternative Plasmon Formula. An alternative form of

the plasmon formula can be found by rewriting eq 32 as

EdRPA-Ic ¼ 1
2∑n

TrfΛdRPA
1 C1,�nC

T
1,� n �ΛdRPA

1 C0,�nC
T
0,� ng

ð33Þ
where the cyclic invariance of the trace has again been used.
Using then eq 22 and recalling that the diagonal blocks ofΛ1

dRPA

are ε +K and the off-diagonal blocks areK, the correlation energy
becomes

EdRPA-Ic ¼ 1
2
trf½Y1Y

T
1 þ X1X

T
1 � I�ðε þ KÞ

þ ½Y1X
T
1 þ X1Y

T
1 �Kg ð34Þ

Introducing now the inverse of the Qα matrix:43

Q �1
α ¼ ðXα � YαÞðXα � YαÞT ð35Þ

which in the case of dRPA can be written as

ðQ dRPA
α Þ�1 ¼ ε�1=2ðMdRPA

α Þ1=2ε�1=2 ð36Þ
the correlation energy can be expressed as

EdRPA-Ic ¼ 1
2
tr

1
2
ðQ dRPA

1 þ ðQ dRPA
1 Þ�1Þ � I

� �
ðε þ KÞ

�

þ 1
2
ðQ dRPA

1 � ðQ dRPA
1 Þ�1ÞK

�
ð37Þ

or, equivalently,

EdRPA-Ic ¼ 1
2
tr ½Q dRPA

1 � I�K þ 1
2
½Q dRPA

1 þ ðQ dRPA
1 Þ�1 � 2I�ε

� �

ð38Þ
or, rearranged in a different way

EdRPA-Ic ¼ 1
2
tr

1
2
Q dRPA

1 ðε þ 2KÞ þ 1
2
ðQ dRPA

1 Þ�1ε� ðε þ KÞ
� �

ð39Þ
Using the expressions of Q 1

dRPA [eq 26], (Q 1
dRPA)�1 [eq 36],

and M1
dRPA [eq 27] and the cyclic invariance of the trace, we

finally arrive at the alternative form of the plasmon formula for
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the dRPA-I correlation energy:

EdRPA-Ic ¼ 1
2
trfðMdRPA

1 Þ1=2 � ðε þ KÞg ð40Þ

Recently, eq 40 was used by Eshuis et al.32 as the starting point
for developing a computationally efficient algorithm for calculat-
ing the dRPA-I correlation energy. Note that expression 40 could
have also been found by noting that the eigenvalues ofM1

dRPA are
(ω1,n

dRPA)2 and, thus ∑nω1,n
dRPA = tr{(M1

dRPA)1/2}. However, work-
ing with Q α

�1 will be useful for the other variants. Also, a
comparison of eqs 28 and 38 provides us with a decomposi-
tion of the correlation energy into kinetic and potential contri-
butions, Ec

dRPA-I = Tc
dRPA-I + Uc

dRPA-I. Indeed, the potential cor-
relation energy is just the value of the integrand in eq 28 atα= 1, i.e.,

UdRPA-I
c ¼ 1

2
trf½Q dRPA

1 � I�Kg ð41Þ

and thus, by subtraction, according to eq 38, the kinetic correlation
energy is

TdRPA-I
c ¼ 1

4
trf½Q dRPA

1 þ ðQ dRPA
1 Þ�1 � 2I�εg ð42Þ

In the limit of a system with orbitals that are all degenerate, i.e.,
with static correlation only, then ε = 0 and the kinetic correlation
energy vanishes as it should. This is in agreement with the
statement that dRPA-I correctly describes left�right static
correlation in bond dissociations.7,51

4.2. RPAx-II Correlation Energy. We now derive several
equivalent RPAx-II correlation energy expressions by proceeding
in an analogous way to the case of dRPA-I.
4.2.1. Adiabatic-Connection Formula. The RPAx-II correla-

tion energy of eq 9 can be written in terms of the eigenvectors of
the RPAx polarization propagator

ERPAx-IIc ¼ 1
4

Z 1

0
dα∑

n
TrfWCα,�nC

T
α,�n �WC0,�nC

T
0,�ng

ð43Þ
or, using the block structure of W [eq 16]:

ERPAx-IIc ¼ 1
4

Z 1

0
dα trfðYαY

T
α þ XαX

T
α � IÞA0

þ ðYαX
T
α þ XαY

T
αÞBg ð44Þ

Using the matrix Q α, which in the case of RPAx is given by

Q RPAx
α ¼ ðε þ αA0 � αBÞ1=2ðMRPAx

α Þ�1=2ðε þ αA0 � αBÞ1=2

ð45Þ
with

MRPAx
α ¼ ðε þ αA0 � αBÞ1=2ðε þ αA0 þ αBÞ

� ðε þ αA0 � αBÞ1=2
ð46Þ

and the inverse Q α
�1

ðQ RPAx
α Þ�1 ¼ ðε þ αA0 � αBÞ�1=2ðMRPAx

α Þ1=2

� ðε þ αA0 � αBÞ�1=2
ð47Þ

we arrive at the adiabatic-connection formula for the RPAx-II
correlation energy

ERPAx-IIc ¼ 1
4

Z 1

0
dα tr

1
2
Q RPAx

α ðA0 þ BÞ
�

þ 1
2
ðQ RPAx

α Þ�1ðA0 � BÞ � A0
�

ð48Þ

Since Q α = I + Pα, if Pα is small, we can consider the
approximation Q α

�1 = (I + Pα)
�1 ≈ I � Pα = 2I � Q α, which

leads to the following approximation for the RPAx-II correlation
energy:

ERPAx-IIac ¼ 1
4

Z 1

0
dα tr

1
2
Q RPAx

α ðA0 þ BÞ
�

þ 1
2
ð2I�Q RPAx

α ÞðA0 � BÞ � A0
�

¼ 1
4

Z 1

0
dα trf½Q RPAx

α � I�Bg ð49Þ

So, we have the interesting result that this approximate correla-
tion energy expression is analogous to the dRPA-I correlation
energy expression of eq 28, the only differences being that matrix
Q α is now obtained from the RPAx response equation and that it
is contracted with the antisymmetrized two-electron integrals B,
along with the corresponding change of the prefactor from 1/2
to 1/4.
4.2.2. Plasmon Formula. As in the case of dRPA-I, the

plasmon formula for the RPAx-II correlation energy is found
by taking profit of the cyclic invariance of the trace to rewrite
eq 43 as

ERPAx-IIc ¼ 1
4

Z 1

0
dα ∑

n
TrfCT

α,�nWCα,�n � CT
0,�nWC0,�ng

ð50Þ
and then using dωα,n

RPAx/dα = Cα,�n
T (dΛα

RPAx/dα)Cα,�n =
Cα,�n
T WCα,�n to integrate analytically over α

ERPAx-IIc ¼ 1
4∑n

ðωRPAx
1, n �ω0, n � CT

0,�nWC0,�nÞ

¼ 1
4∑n

ðωRPAx
1, n �ωTDAx

n Þ ð51Þ

where ∑nωn
TDAx = ∑nC0,�n

T Λ1
RPAxC0,�n = ∑nω0,n +C0,�n

T WC0,�n

is the sum of the (positive) excitation energies in the Tamm-
Dancoff approximation with exchange (TDAx) or configuration
interaction singles (CIS). The sum of the TDAx excitation
energies can also be expressed as ∑nωn

TDAx = tr{ε + A0}. This
plasmon formula was first presented by McLachlan and Ball.49

The presence of a factor of 1/4 in eq 51 and not a factor of 1/2
like in eq 32 has been debated in the literature.52 The present
exposition makes it clear that this factor of 1/4 is due to the use of
the antisymmetrized two-electron integrals W.
4.2.3. Alternative Plasmon Formula. As in the case of dRPA-I,

the alternative plasmon formula is found by rewriting eq 51 as

ERPAx-IIc ¼ 1
4∑n

TrfΛRPAx
1 C1,�nC

T
1,�n �ΛRPAx

1 C0,�nC
T
0,�ng

ð52Þ
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and inserting the diagonal blocks of Λ1
RPAx which are ε + A0 and

the off-diagonal blocks which are B:

ERPAx-IIc ¼ 1
4
tr

1
2
Q RPAx

1 ðε þ A0 þ BÞ
�

þ 1
2
ðQ RPAx

1 Þ�1ðε þ A0 � BÞ � ðε þ A0Þ
�

ð53Þ

Using the expressions of Q 1
RPAx [eq 45], (Q 1

RPAx)�1 [eq 47],
andM1

RPAx [eq 46] and the cyclic invariance of the trace, we arrive
at the alternative plasmon formula for the RPAx-II correlation
energy:

ERPAx-IIc ¼ 1
4
trfðMRPAx

1 Þ1=2 � ðε þ A0Þg ð54Þ

Finally, just as for dRPA-I, a comparison of eq 48 and eq 53
provides us with a decomposition of the correlation energy into
the potential energy contribution to the correlation energy

URPAx-II
c ¼ 1

4
tr

1
2
Q RPAx

1 ðA0 þ BÞ
�

þ 1
2
ðQ RPAx

1 Þ�1ðA0 � BÞ � A0
�

ð55Þ

and the kinetic correlation energy

TRPAx-II
c ¼ 1

8
trf½Q RPAx

1 þ ðQ RPAx
1 Þ�1 � 2I�εg ð56Þ

The RPAx-II kinetic correlation energy vanishes in the limit
where ε = 0 as for dRPA-I.
4.3. dRPA-II Correlation Energy. The dRPA-II correlation

energy of eq 7 writes in terms of the eigenvectors of the dRPA
polarization propagator

EdRPA-IIc ¼ 1
2

Z 1

0
dα ∑

n
TrfWCα,�nC

T
α,�n �WC0,�nC

T
0,�ng

ð57Þ
leading to

EdRPA-IIc ¼ 1
2

Z 1

0
dα tr

1
2
Q dRPA

α ðA0 þ BÞ
�

þ 1
2
ðQ dRPA

α Þ�1ðA0 � BÞ � A0
�

ð58Þ

Equation 58 is similar to eq 48, withQ α
dRPA instead ofQ α

RPAx and
a factor 1/2 instead of 1/4.
The approximation Q α

�1 ≈ 2I � Q α leads to the following
approximate dRPA-II correlation energy:

EdRPA-IIac ¼ 1
2

Z 1

0
dα trf½Q dRPA

α � I�Bg ð59Þ

which is in close analogy (but usually not equal) to the SOSEX
correlation energy in the ring-CCD formulation. The analytic
relationship of this “adiabatic-connection SOSEX” (AC-SOSEX)
variant with the original SOSEX has been discussed in detail in
ref 34.
4.4. RPAx-I Correlation Energy. Finally, the RPAx-I correla-

tion energy of eq 8 writes in terms of the eigenvectors of the

RPAx polarization propagator

ERPAx-Ic ¼ 1
2

Z 1

0
dα ∑

n
TrfVCα,�nC

T
α,� n �VC0,�nC

T
0,� ng

ð60Þ
leading to

ERPAx-Ic ¼ 1
2

Z 1

0
dα trf½Q RPAx

α � I�Kg ð61Þ

which has the same form as eq 28 but with the RPAxmatrixQ α
RPAx.

This last variant has been discussed in detail and applied in the
context of range-separated density-functional theory.15,31,33

5. CORRELATION ENERGY EXPRESSIONS INA SPATIAL-
ORBITAL BASIS FOR CLOSED-SHELL SYSTEMS

For spin-restricted closed-shell calculations, all of the matrices
in the spin�orbital excitation basis occurring in the RPA
equations have the following spin block structure:

C ¼
Cv v , v v Cv v , V V 0 0
CV V , v v CV V , V V 0 0
0 0 Cv V , v V Cv V , V v

0 0 CV v , v V CV v , V v

0
BBBB@

1
CCCCA ð62Þ

This structure is a consequence of the fact that the two-electron
integrals can be nonzero only for pairs of identical spins. The
orthogonal transformation

U ¼ 1ffiffiffi
2

p
1 1 0 0
1 �1 0 0
0 0 1 1
0 0 1 �1

0
BBBB@

1
CCCCA ð63Þ

leads to a spin-adaptedmatrix ~C =UTCU, which in the case of the
matrices involved in RPA simplifies into a block-diagonal form
with a spin-singlet excitation block 1C and three spin-triplet
excitation blocks 3,0C, 3,1C, and 3,�1C

~C ¼

1C 0 0 0
0 3;0C 0 0
0 0 3;1C 0
0 0 0 3;�1C

0
BBBB@

1
CCCCA ð64Þ

with the matrix elements (i,j and a,b referring now to occupied
and virtual spatial orbitals, respectively)

1Cia, jb ¼ 1
2
ðCi va v j vbv þ Ci va v j V bV þ Ci Va V j vbv

þ Ci Va V j VbVÞ ð65aÞ

3;0Cia, jb ¼ 1
2
ðCi va v j vbv � Ci va v j VbV � Ci Va V j vbv

þ Ci Va V j VbVÞ ð65bÞ
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3; ( 1Cia, jb ¼ 1
2
ðCi v a V j v bV ( Ci v a V j V bv ( Ci V a v j v bV

þ Ci V a v j V bvÞ ð65cÞ

Let us start with dRPA. Spin-adaptation of the nonantisym-
metrized integrals matrix K gives only a contribution from the
singlet excitations

~K ¼

1K 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

0
BBBB@

1
CCCCA ð66Þ

where 1Kia,jb = 2Æab|ijæ. By eq 27, it leads to the following
spin-adaptation for the matrix Mα

dRPA:

~MdRPA
α ¼

1MdRPA
α 0 0 0

0 ε2 0 0
0 0 ε2 0
0 0 0 ε2

0
BBBB@

1
CCCCA ð67Þ

where 1Mα
dRPA = ε1/2(ε + 2α1K)ε1/2, and ε refers now to the

matrix of one-particle excitation energies indexed in spatial
orbitals. By eq 26, it gives the following spin-adaptation for the
matrix Q α

dRPA:

~Q dRPA
α ¼

1Q dRPA
α 0 0 0

0 I 0 0
0 0 I 0
0 0 0 I

0
BBBB@

1
CCCCA ð68Þ

where 1Q α
dRPA = ε1/2(1Mα

dRPA)�1/2ε1/2.
Let us now consider RPAx. Spin-adaptation of the antisym-

metrized integrals matrices A0 and B gives contributions from
both singlet and triplet excitations:

A0 ¼

1A 0 0 0 0
0 3A 0 0 0
0 0 3A 0 0
0 0 0 3A 0

0
BBBB@

1
CCCCA,

~B ¼

1B 0 0 0
0 3B 0 0
0 0 3B 0
0 0 0 �3B

0
BBBB@

1
CCCCA ð69Þ

where 1A0
ia,jb = 2Æib|ajæ � Æib|jaæ, 3A0

ia,jb =� Æib|jaæ, 1Bia,jb =
2Æab|ijæ � Æab|jiæ, and 3Bia,jb =� Æab|jiæ. Notice the minus sign
for the last triplet block in the ~B matrix, which makes spin-
adaptation less trivial for RPAx. By eq 46, it leads to the following

spin-adaptation for the matrix Mα
RPAx:

~MRPAx
α ¼

1MRPAx
α 0 0 0
0 3MRPAx

α 0 0
0 0 3MRPAx

α 0
0 0 0 3NRPAx

α

0
BBBB@

1
CCCCA

ð70Þ
with the expected spin-adapted blocks

1MRPAx
α ¼ ðε þ α1A0 � α1BÞ1=2ðε þ α1A0 þ α1BÞ

� ðε þ α1A0 � α1BÞ1=2

and

3MRPAx
α ¼ ðε þ α3A0 � α3BÞ1=2ðε þ α3A0 þ α3BÞ

� ðε þ α3A0 � α3BÞ1=2

along with the less expected last triplet block with opposite signs
for 3B

3NRPAx
α ¼ ðε þ α3A0 þ α3BÞ1=2ðε þ α3A0 � α3BÞ

� ðε þ α3A0 þ α3BÞ1=2

By eq 45, it gives the following spin-adaptation for the matrix
Q α

RPAx

~Q RPAx
α ¼

1Q RPAx
α 0 0 0
0 3Q RPAx

α 0 0
0 0 3Q RPAx

α 0

0 0 0 ð3Q RPAx
α Þ�1

0
BBBB@

1
CCCCA

ð71Þ
with the spin-adapted blocks 1Q α

RPAx = (ε + α1A0 � α1B)1/2

(1Mα
RPAx)�1/2(ε + α1A0 � α1B)1/2 and 3Q α

RPAx = (ε + α3A0 �
α3B)1/2(3Mα

RPAx)�1/2(ε + α3A0 � α3B)1/2. The last triplet block
turns out to be the inverse (3Q α

RPAx)�1 = (ε + α3A0 + α3B)1/2

(3Nα
RPAx)�1/2(ε + α3A0 + α3B)1/2 since according to eqs 25 and

35 one goes fromQ α toQ α
�1 by changing the sign of Yα, which is

equivalent to changing the sign of B.
The spin-adapted correlation energy expressions can be easily

obtained by using the invariance of the trace under the trans-
formation C f UTCU. The spin-adapted adiabatic-connection
formula for the dRPA-I correlation energy is thus

EdRPA-Ic ¼ 1
2

Z 1

0
dα trf½1Q dRPA

α � I�1Kg ð72Þ

i.e., only singlet excitations contribute. Similarly, the correspond-
ing plasmon formula contains only singlet excitation energies

EdRPA-Ic ¼ 1
2∑n

ð1ωdRPA
1, n � 1ωdTDA

n Þ ð73Þ

The triplet term vanishes since both 3ω1,n
dRPA and 3ωn

dTDA are
equal to the one-particle excitation energies εa � εi. Finally, the
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spin-adapted alternative plasmon formula is

EdRPA-Ic ¼ 1
2
trfð1MdRPA

1 Þ1=2 � ðε þ 1KÞg ð74Þ
Both singlet and triplet excitations contribute the RPAx-II

correlation energy. The spin-adapted adiabatic-connection for-
mula for RPAx-II is

ERPAx-IIc ¼ 1
4

Z 1

0
dα tr

1
2
ð1Q RPAx

α Þð1A 0 þ1 BÞ
�

þ 1
2
ð1Q RPAx

α Þ�1ð1A 0�1BÞ � 1A 0
�

þ 3
4

Z 1

0
dα tr

1
2
ð3Q RPAx

α Þð3A 0 þ 3BÞ
�

þ 1
2
ð3Q RPAx

α Þ�1ð3A 0 � 3BÞ � 3A 0
�

ð75Þ

The last triplet term gives a contribution identical to the other
two triplet terms because the expression is invariant under the
replacements Q α f Q α

�1 and Bf �B. The spin-adaptation of
the approximate RPAx-II correlation energy of eq 49 is

ERPAx-IIac ¼ 1
4

Z 1

0
dα trf½1Q RPAx

α � I�1Bg

þ 2
4

Z 1

0
dα trf½3Q RPAx

α � I�3Bg

� 1
4

Z 1

0
dα trf½ð3Q RPAx

α Þ�1 � I�3Bg ð76Þ

where now the last triplet term is not identical to the other
two triplet terms. If we make the additional approximation
(3Q α

RPAx)�1 ≈ 2I � 3Q α
RPAx, we arrive at the following

expression:

ERPAx-IIbc ¼ 1
4

Z 1

0
dα trf½1Q RPAx

α � I�1Bg

þ 3
4

Z 1

0
dα trf½3Q RPAx

α � I�3Bg ð77Þ

which could also have been obtained by starting from the spin-
adapted formula of eq 75 and making the approximation
Q α

�1 ≈ 2I � Q α in both the singlet and the triplet terms.
The RPAx-II plasmon formula decomposes into sums over
singlet and triplet excitation energies:

ERPAx-IIc ¼ 1
4∑n

ð1ωRPAx
1, n � 1ωTDAx

n Þ

þ 3
4∑n

ð3ωRPAx
1, n � 3ωTDAx

n Þ ð78Þ

and similarly for the alternative plasmon formula

ERPAx-IIc ¼ 1
4
trfð1MRPAx

1 Þ1=2 � ðε þ1 A0Þg

þ 3
4
trfð3MRPAx

1 Þ1=2 � ðε þ3 A0Þg ð79Þ

The last triplet term is identical to the other two because 3N1
RPAx

and 3M1
RPAx have the same eigenvalues and thus tr{(3N1

RPAx)1/2} =
tr{(3M1

RPAx)1/2}.
The spin-adapted dRPA-II correlation energy involves only

singlet excitations:

EdRPA-IIc ¼ 1
2

Z 1

0
dα tr

1
2
ð1Q dRPA

α Þð1A 0 þ 1BÞ
�

þ 1
2
ð1Q dRPA

α Þ�1ð1A 0�1BÞ � 1A 0
�

ð80Þ

since for the triplet blocks 3Qα
dRPA = I and the contribution vanishes.

Likewise, the spin-adaptation of the approximate dRPA-II correla-
tion energy of eq 59 is simply

EdRPA-IIac ¼ 1
2

Z 1

0
dα trf½1Q dRPA

α � I�1Bg ð81Þ

Finally, the spin-adapted RPAx-I correlation energy expres-
sion is

ERPAx-Ic ¼ 1
2

Z 1

0
dα trf½1Q RPAx

α � I�1Kg ð82Þ

where only singlet excitations contribute since the triplet blocks
of the matrix K are zero.

6. NUMERICAL ILLUSTRATIONS

The above-described spin-adapted RPA correlation energy
variants based on the adiabatic-connection formula have been
implemented in the development version of the MOLPRO
quantum chemistry package.53 The numerical equality of the
alternative but equivalent expressions has been carefully tested
and has been confirmed within the usual accuracy of quantum
chemical calculations. In each case, we start by doing a usual
Kohn�Sham (KS) calculation with some approximate density
functional and evaluate the RPA correlation energy with the KS
orbitals. The total RPA energy is calculated as

ERPAtot ¼ EEXX þ ERPAc ð83Þ
where EEXX is the exact exchange (EXX) energy expression
evaluated with the same KS orbitals. This exchange energy is
Hartree�Fock type, and it is not to be confused with the
optimized effective potential (OEP) type local exchange, often
denoted by the same acronym. For comparison, we also perform
range-separated calculations, in which we start from a range-
separated hybrid (RSH),45 using the short-range PBE exchange-
correlation functional of ref 54, and add the long-range RPA
correlation energy evaluated with RSH orbitals

ERSH þ RPA
tot ¼ ERSH þ Elr, RPAc ð84Þ

The long-range RPA correlation energy Ec
lr,RPA is calculated by

replacing the Coulombic two-electron integrals by the two-
electron integrals with the long-range interaction erf(μr)/r, just
as in refs 15, 31, and 33. We use a fixed value of the range-
separation parameter of μ = 0.5 bohr�1. This value corresponds
to a reasonable global compromise, as was shown previously55 in
a study of thermochemical properties, and as was confirmed later
by using alternative criteria leading to similar estimates of the
μ parameter (see, e.g., ref 56). In all cases, the adiabatic-
connection integration is performed by an eight-point Gauss�
Legendre quadrature.
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The RPA correlation energies are extrapolated to the complete
basis set (CBS) limit by the usual 1/X3 formula57 for a series of
Dunning basis sets. In contrast to the usual two-point extrapola-
tion procedure,58,59 all of the available correlation energies calcu-
lated by at least a triple-ζ basis set are used. The single-determinant
reference energies are evaluated with a large basis set so that they
can be considered converged.
6.1. Atomic Correlation Energies. As a first test, we have

calculated correlation energies for a series of atoms and atomic
cations and compared them with full configuration interaction
(FCI) quality correlation energies as estimated by Davidson and
co-workers.60,61 In order to make a direct comparison with the
FCI-quality correlation energies which are defined with respect
to the HF energies, we redefine RPA correlation energies as the
difference between the total RPA energies and the regular HF
energies. The single-determinant reference energies are calcu-
lated with a large even-tempered basis set. With this basis set, the
HF energies agree within all significant digits with Davidson’s
reference data. Core excitations are included in the calculation of
the RPA correlation energies and are extrapolated from the series
of aug-cc-pCVXZ basis sets for He up to X = 6; for B+, Al+, Ne,
and Ar, up to X = 5; and for Li+, Na+, Be, and Mg, up to X = Q.
Figure 1a�c show the ratios of the correlation energies for

each full-range RPA variant (dRPA-I, dRPA-II, dRPA-IIa, RPAx-
I, RPAx-II) to the FCI-quality correlation energies, using orbitals

obtained with the local-density approximation (LDA),62 the
Perdew�Burke�Ernzerhof (PBE),63 and the Zhao�Morrison�
Parr (ZMP)64 exchange-correlation potentials. The ZMP potentials
have been constructed from high-quality ab initio wave functions
(Brueckner coupled cluster doubles).65 It appears that the correla-
tion energies are onlymarginally dependent on the quality of the KS
orbitals, at least for this series of atomic systems. The full-range
RPAx-I and RPAx-II variants suffer from instabilities in the RPAx
response equation for the Be, B+, Mg, and Al+ systems, and
additionally Ar in the case of RPAx-II with the ZMP orbitals. In
fact, the strongly overestimated RPAx-II correlation energies of
Ar obtained with the LDA and PBE orbitals indicate a situation
close to instability. More generally, the presence of near instabil-
ities may be considered as being at the origin of the relatively
strong overestimation (usually more than 150%) of the correla-
tion energy in RPAx-II. In view of the poor performance of
RPAx-II, we did not test the approximate versions of eqs 76 and
77. The RPAx-I variant only involves singlet excitations and thus
is not subject to triplet instabilities. It gives quite reasonable
correlation energies (maximum 25% of overestimation) for He,
Li+, Ne, Na+, and even Ar. However, RPAx-I is subject to singlet
instabilities, which appear for the rest of the systems. The dRPA-I
variant is free of any instability problems, since the dRPA
response matrix is positive definite by construction, but has
nevertheless a tendency for overestimating correlation energies

Figure 1. Ratios between various RPA correlation energy variants and the FCI-quality correlation energy as estimated by Davidson and co-workers,60,61

with and without range separation. All of the correlation energies have been extrapolated to the CBS limit. The RPA correlation energies E*c(RPA) are
redefined here as the difference between the total RPA energies and the regular HF energies.
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by a factor of 1.5 to 2. This systematic error can be easily
corrected by including exchange in the energy expression. In fact,
the dRPA-II variant and especially its approximate form dRPA-
IIa (AC-SOSEX) lead to a very good reproduction of the
reference correlation energies. Similar effects could be observed
recently in the direct ring-CCD (dRPA-I) and SOSEX calcula-
tions of correlation energies of Klopper et al.,40 performed with a
much smaller basis set.
As mentioned previously, dRPA-IIa (or AC-SOSEX) and the

ring-CCD-based SOSEX correlation energies are expected to be
quite close to each other. Numerical results (not shown in the
figures) confirm this expectation. For two-electron systems
(He, Li+), the dRPA-IIa and SOSEX correlation energies are
identical, while for the rest of the systems, the relative difference
is less than 0.15%. The largest absolute difference, 0.82 mHar-
tree, has been found in full-range calculations on the Ar atom. It
is interesting to note that the ring-CCD-based SOSEX correla-
tion energies are always deeper than the dRPA-IIa values. This
fact cannot be interpreted simply by the comparison of the third
order energy expressions, reported in ref 34.
Figure 1d shows the same total correlation energies obtained

with range separation, i.e., the sum of the short-range PBE
correlation energy and the long-range RPA correlation energy.
The situation is quite different from the full-range RPA calcula-
tions. First, we do not encounter any instability problems any-
more. Second, all of the range-separated RPA variants give
essentially identical correlation energies. Third, the correlation

energies are systematically underestimated, for most of the
systems with less than 20% of error, but with the notable
exceptions of Li+, Be, and B+, for which the correlation energies
are underestimated by as much as 50%. These findings may be
due to the fact that the systems considered here have very
compact densities, and for the value of the range separation used
here, μ = 0.5 bohr�1, the major part of correlation is assigned to
the short-range density functional rather than to the long-range
RPA calculation. Improvement over these results would require
either increasing the value of μ or using a more accurate short-
range density-functional approximation.
6.2. Bond Lengths andHarmonic Vibrational Frequencies.

Figure 2 reports equilibrium bond lengths and harmonic vibra-
tional frequencies calculated with the full-range and range-
separated RPA variants for three simple diatomic molecules,
representing an apolar single bond (H2), a strongly polar single
bond (HF), and an apolar multiple bond (N2). The full-range
RPA calculations are done with PBE orbitals, while the range-
separated RPA calculations are done with the short-range PBE
density functional. All RPA calculations are without core excita-
tions and extrapolated to the CBS limit with the series of basis
sets aug-cc-pVXZ with X = T, Q, and 5. The single-determinant
reference energies are calculated with the aug-cc-pV5Z basis set.
Due to instabilities in the full-range RPAx response equation,
only the full-range dRPA values can be calculated, while no
instabilities are found for the range-separated RPAx calculations.
Without range separation, big differences are found between the

Figure 2. Errors in the equilibrium bond lengths and harmonic vibrational frequencies for simple diatomic molecules, calculated with the full-range and
range-separated RPA variants and compared to experimental reference values. All of the correlation energies have been extrapolated to the CBS limit.
The experimental reference values are (in bohr and cm�1) H2, Re =1.40112, ωe = 4401.21; HF, Re = 1.73250, ωe = 4138.32; N2, Re = 2.07431,
ωe = 2358.57.66



3126 dx.doi.org/10.1021/ct200501r |J. Chem. Theory Comput. 2011, 7, 3116–3130

Journal of Chemical Theory and Computation ARTICLE

Figure 3. Interaction energy curves of He2, Ne2, and Ar2, calculated with the full-range and range-separated RPA variants. All of the correlation energies
have been extrapolated to the CBS limit.
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different methods. The dRPA-I and dRPA-II variants perform
quite well and represent an important improvement over both
HF and KS PBE. The approximate variant dRPA-IIa is significa-
tively less accurate than dRPA-II. With range separation, the
methods give much closer results to one another. The best range-
separated variant for this small set of bond lengths and harmonic
frequencies appears to be RPAx-II, especially in the case of the N2

molecule.
6.3. London Dispersion Interactions. Figure 3 shows the

interaction energy curves of the three rare-gas dimers He2, Ne2,
and Ar2, calculated with the full-range and range-separated RPA
variants. The full-range RPA calculations are done with PBE
orbitals, while the range-separated RPA calculations are done
with the short-range PBE density functional. All RPA calculations
are without core excitations and extrapolated to the CBS limit
with the series of basis sets aug-cc-pVXZ with X = T, Q, 5, and 6.
The single-determinant reference energies are obtained with the
aug-cc-pV6Z basis set. We note that when using LDA orbitals
(not shown), instabilities are found for Ne2 and Ar2 in a wide
range of interatomic distances. In contrast, no instabilities are
encountered in the case of PBE, neither with nor without range
separation.
The continuous curves without points represent, on the one

hand, the accurate reference curves according to the analytical
potential energy expression of Tang and Toennies67 and, on
the other hand, the repulsive (exponentially decaying) compo-
nent of the same potential. These latter curves serve as useful
guides to estimate the accuracy of the single-determinant
reference energies, i.e., EXX energies with PBE orbitals or
RSH energies. It is quite clear that the quality of the results
depends strongly on the quality of the repulsive curve. The
poorest interaction energy curves are obtained for the He2
dimer without range separation, for which the EXX energy is
too strongly repulsive. The prerequisite of the good perfor-
mance of the range-separated calculations is obviously the
excellent accuracy of the RSH energy, which, for He2, is in
almost perfect agreement with the reference repulsive curve.
The full-range RPAx-II variant overestimates systematically

the binding energy by a factor of 3 or more. The dRPA-I
method largely underestimates the interaction energies, and for
He2, it does not provide any minimum at all, although the non-
binding character is mostly due to the bad single-determinant
energy. The dRPA-II variant systematically gives more binding
than dRPA-I but also tends to underestimate the interaction
energies. The approximate dRPA-IIa variant gives results that
are always very close to those of dRPA-I. This is not surprising
since the dRPA-I and the dRPA-IIa methods differ only by the
presence of exponentially decaying exchange integrals in the
interaction matrix which become quite rapidly negligible to the
interaction energy in van der Waals complexes. This behavior is
analogous to that of the SOSEXmethod, which gives dispersion
interaction energies also very close to those of dRPA-I.46 The
best full-range method for these rare gas dimers is RPAx-I,
which is in quite good agreement with the reference curves for
Ne2 and Ar2.
With range separation, all of the RPA variants give much closer

interaction energy curves to each other, but the same trends
are found. Range-separated dRPA-I, dRPA-II, and dRPA-IIa
methods systematically underestimate interaction energies.
The range-separated RPAx-II significantly overbinds Ar2, and
the range-separated RPAx-I globally gives the most accurate
interaction energies.

7. CONCLUSIONS

We have analyzed several RPA correlation energy variants
based on the adiabatic-connection formula: dRPA-I, dRPA-II,
RPAx-I, and RPAx-II. These variants have the generic form of an
interaction-strength-averaged two-particle density matrix con-
tracted with two-electron integrals. They differ in the way the
exchange interactions are treated. The dRPA-I variant is just the
usual RPA of the density-functional/material-science community
and neglects all exchange interactions. The dRPA-II variant uses
a density matrix without exchange but contracted with antisym-
metrized two-electron integrals. It is original to this work,
although it resembles the SOSEX method,23 especially in its
approximate form named dRPA-IIa. The RPAx-I uses a density
matrix with exchange but contracted with nonantisymmetrized
two-electron integrals. It has previously been discussed in the
context of range-separated density-functional theory.15,33 The
RPAx-II variant uses a density matrix with exchange and con-
tracted with antisymmetrized two-electron integrals. The RPAx-
II method itself is obviously not new,49 but we have derived
several new expressions for it. Contracting the density matrix
with either nonantisymmetrized or antisymmetrized two-electron
integrals is not equivalent because of the breaking of the anti-
symmetry of the density matrix in RPA. For the dRPA-I and
RPAx-II variants, we have made the connection with the plasmon
formulation and clarify the origin of the factor of 1/4 in the
plasmon formula for RPAx-II instead of the factor of 1/2 for
dRPA-I. We have carefully studied the second-order limit in the
electron�electron interaction and shown that all of the correla-
tion energy variants except for dRPA-I correctly reduce to the
MP2 correlation energy (see the Appendix). Finally, we have
derived the spin-adapted forms of all of thesemethods for closed-
shell systems and implemented and tested themwith andwithout
range separation of the electron�electron interaction.

The numerical examples on atomic and molecular systems
show that the RPAx variants without range separation frequently
suffer from instabilities in the RPAx response equation, which
make it impossible to extract a meaningful correlation energy in
these cases. However, no instabilities are encountered with range
separation, and the RPAx variants can be thus safely applied. The
tests performed do not allow us to identify an RPA variant which
would be uniformly better than the others. Without range-
separation, dRPA-II performs well for atomic correlation en-
ergies and equilibrium molecular properties but significantly
underestimates London dispersion interaction energies for
which RPAx-I is more accurate. With range separation, all of
the RPA variants tend to give more accurate results, and they also
become much more similar to each other. Range-separated
RPAx-II appears as the best variant for equilibrium molecular
properties, and range-separated RPAx-I is the best variant for
dispersion interaction energies.

We hope that the overview of the RPA correlation energy
variants provided in this work will be useful for a better under-
standing of RPAmethods and can serve as a starting point for the
design of improved approximations.

’APPENDIX

Appendix. Second-Order Approximations to the RPA
Correlation Energy Expressions

In this appendix, we explicitly derive the approximations at
second order in the electron�electron interaction of the RPA
correlation energy variants.
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We will deal with the more general RPAx response equation
and obtain dRPA as a special case. We thus start from the
response equation:

ðΛ0 þ αWÞCα, n ¼ ωα, nΔCα, n ð85Þ
with

Λ0 ¼ ε 0
0 ε

 !
,W ¼ A0 B

B A0

 !
,Δ ¼ I 0

0 �I

 !

ð86Þ
where ε is a diagonal matrix composed of orbital energy dif-
ferences εia = εa� εi, and A0 and B are matrices composed of the
the antisymmetrized two-electron integrals A0

ia,jb = Æib||ajæ and
Bia,jb = Æab||ijæ, and I is the identity matrix. We assume that all
occupied (denoted by i and j) and all virtual (a and b) orbitals are
real. In the following, the index pairs ia and jb will be replaced
with simple indices m and n. Note that the matrices are
symmetric: A0

n,m = A0
m,n and Bn,m = Bm,n. The solutions of

eq 85 come in pairs; i.e., ifCα,n = (xα,n,yα,n) is an eigenvector with
a positive eigenvalue ωα,n > 0, then Cα,�n = (yα,n,xα,n) is an
eigenvector with the negative eigenvalue ωα,�n = �ωα,n. In the
following, we will use positive integer indices to denote solutions
which connect to positive eigenvalues in the limit of a vanishing
coupling parameter α, i.e., toω0,n > 0. Note that we also suppose
a nonvanishing HOMO�LUMO gap.

The positive energy solutions of eq 85 for α = 0 are trivially
given byω0,n = εn, x0,n = 1n, and y0,n = 0, where 1n denotes the nth
unit vector, i.e., a vector with vanishing components except for
the nth component which is equal to 1. We now wish to find the
first-order correction Cn

(1) to the eigenvector employing the
power-series Ansatz

ωα, n ¼ ω0, n þ αωð1Þ
n þ ::: ð87Þ

Cα, n ¼ C0, n þ αCð1Þ
n þ ::: ð88Þ

Plugging this into eq 85, one sees that the first-order corrections
are obtained from solving

Λ0C
ð1Þ
n þ WC0, n ¼ ω0, nΔC

ð1Þ
n þ ωð1Þ

n ΔC0, n ð89Þ
Multiplication of this equation from the left with C0,n

T and using
C0,n
T Λ0Cn

(1) = ω0,nC0,n
T ΔCn

(1) along with the normalization con-
dition C0,n

T ΔC0,n = 1 gives the first-order correction to the
eigenvalue

ωð1Þ
n ¼ CT

0, nWC0, n ¼ A0
n, n ð90Þ

Multiplying eq 89 from the left with C0,m
T for m 6¼ n, using

C0,m
T Λ0Cn

(1) = ω0,mC0,m
T ΔCn

(1), and employing the orthogo-
nalization condition C0,m

T ΔC0,n = 0 leads to

CT
0,mΔC

ð1Þ
n ¼ � CT

0,mWC0, n

ω0,m �ω0, n
ð91Þ

provided that the zeroth-order eigenvalues are non-degenerate,
i.e., that no two occupied�virtual orbital energy differences
match. Repeating the same operations for C0,�m

T one arrives at

CT
0, � mΔC

ð1Þ
n ¼ CT

0, � mWC0, n

ω0,m þ ω0, n
ð92Þ

where ω0,�m = �ω0,m has been used. Using the resolution of
identity, l = ∑mC0,mC0,m

T + C0,�mC0,�m
T the orthogonality of

Cn
(1) to the zeroth-order eigenvector, i.e., C0,n

T ΔCn
(1) = 0,

and Δ2 = l, we find the expansion of the first-order correction
to the positive-energy eigenvectors

Cð1Þ
n ¼ � ∑

m 6¼n

CT
0,mWC0, n

ω0,m �ω0, n
ΔC0,m þ ∑

m

CT
0,�mWC0, n

ω0,m þ ω0, n
ΔC0,�m

ð93Þ
From eq 93, it follows that the first-order corrections read more
explicitly

xð1Þn ¼ � ∑
m 6¼n

A0
m, n

εm � εn
1m ð94aÞ

yð1Þn ¼ � ∑
m

Bm, n
εm þ εn

1m ð94bÞ

The first-order corrections to the negative-energy solutions are
simply ω�n

(1) = �ωn
(1), x�n

(1) = yn
(1), and y�n

(1) = xn
(1).

We can obtain the first-order expansion of the matrix Q α
RPAx

Q RPAx
α ¼ ∑

n
ðxα, n þ yα, nÞðxα, n þ yα, nÞT

¼ ∑
n
1n1Tn þ α∑

n
½xð1Þn 1Tn þ 1nxð1Þ

T

n þ yð1Þn 1Tn

þ 1ny
ð1ÞT
n � þ Oðα2Þ ð95Þ

where the sum over n refers to positive-energy eigenvectors only.
The first term is simply the identity matrix

∑
n
1n1

T
n ¼ I ð96Þ

Using eq 94a, one can show that the term depending on xn
(1)

vanishes:

∑
n
xð1Þn 1Tn þ 1nxð1Þn

T ¼ � ∑
n
∑
m 6¼n

A0
m, n

εm � εn
1m1Tn

� ∑
n
∑
m 6¼n

A0
m, n

εm � εn
1n1

T
m ¼ 0

ð97Þ
This is seen by swapping n andm in the last term and noting that
A0

m,n/(εm � εn) is antisymmetric when exchanging m and n.
Finally, using eq 94b, the term depending on yn

(1) gives

∑
n
yð1Þn 1Tn þ 1nyð1Þn

T ¼ � ∑
n
∑
m

Bm, n
εm þ εn

1m1Tn

� ∑
n
∑
m

Bm, n
εm þ εn

1n1
T
m ¼ � 2B̅,

ð98Þ

where B is the matrix with elements Bm,n = Bm,n/(εm + εn) or,
more explicitly, Bia,jb = Bia,jb/(εa + εb � εi � εj). Therefore, we
have

Q RPAx
α ¼ I� 2αB̅ þ Oðα2Þ ð99Þ
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and, similarly, the first-order expansion of the inverse matrix
(Q α

RPAx)�1 = ∑n(xα,n � yα,n)(xα,n � yα,n)
T yields

ðQ RPAx
α Þ�1 ¼ I þ 2αB̅ þ Oðα2Þ ð100Þ

Equations 99 and 100 show that the approximation Q α +
Q α

�1≈ 2I, which leads to the definitions of Ec
RPAx-IIa [eq 49] and

Ec
dRPA-IIa [eq 59], is correct up to first order in α.
All of the above considerations remain valid for the dRPA case,

except for the replacementsA0 fK andBfK, with the obvious
results

Q dRPA
α ¼ I� 2αK̅ þ Oðα2Þ ð101Þ

and

ðQ dRPA
α Þ�1 ¼ I þ 2αK̅ þ Oðα2Þ ð102Þ

where thematrix elements ofK are given byKm,n =Km,n/(εm + εn)
or, more explicitly, Kia,jb = Kia,jb/(εa + εb � εi � εj).

We can give now the second-order limits of the RPA correla-
tion energy variants. Using eq 101, we find the second-order limit
of the dRPA correlation energy variant of eq 28:

EdRPA-Ic ≈
1
2

Z 1

0
dα trf½�2αK̅�Kg ¼ � 1

2
trfK̅Kg ð103Þ

which is not the normal MP2 correlation energy but a MP2-like
correlation energy without exchange, also called direct MP2 or
JMP2.50 In a similar way, eqs 101 and 100 give the second-order
limit of the RPAx-II correlation energy variant of eq 48, which is
the same for its approximation of eq 49:

ERPAx-IIc ≈ERPAx-IIac ≈
1
4

Z 1

0
dα trf½�2αB̅ �Bg ¼ � 1

4
trfB̅Bg

ð104Þ
which is exactly the MP2 correlation energy expression (except
for the possible replacement of Hartree�Fock orbitals and
orbital energies with corresponding Kohn�Sham quantities).
The second-order limit of the dRPA-II correlation energy variant
of eq 58 and its approximation of eq 59 are found with eqs 101
and 102:

EdRPA-IIc ≈EdRPA-IIac ≈
1
2

Z 1

0
dα trf½�2αK̅ �Bg ¼ � 1

2
trfK̅Bg

ð105Þ
Using the antisymmetry of B and observing the prefactor of 1/2,
it can easily be seen that this is another way to write the usual
MP2 correlation energy expression. Finally, the RPAx-I correla-
tion energy variant of eq 61 has the following second-order limit:

ERPAx-Ic ≈
1
2

Z 1

0
dα trf½�2αB̅�Kg ¼ � 1

2
trfB̅Kg ð106Þ

which again exactly corresponds to the usual MP2 correlation
energy expression.

Let us now consider the case of a closed-shell system. In this
case, there is (at least) a 4-fold degeneracy in the ε block of Λ0

since εiv = εiV and εav = εaV. As a consequence, the condition of
nondegeneracy of zeroth-order excitation energies ω0,n = εia
leading to eqs 91 and 94a is violated. Even if the final results for
the second-order correlation energies do not contain differences
of excitation energies anymore, a different derivation is needed.
This may be achieved by first spin-adapting the RPA response

equation (for the details, see, e.g., ref 33) and only subsequently
making the perturbation expansion on the spin-adapted energy
expressions of section 5. Assuming the absence of further
degeneracies between orbital energy differences (zeroth-order
excitation energies), one obtains formally identical expansions
for the singlet and triplet blocks. For example, the spin-adapted
matrices 1Q α = ∑n(

1xα,n + 1yα,n)(
1xα,n + 1yα,n)

T and 3Q α =
∑n(

3xα,n+
3yα,n)(

3xα,n+
3yα,n)

T, where (1xα,n,
1yα,n) and (

3xα,n,
3yα,n)

are the singlet and triplet eigenvectors, and the corresponding
inverse matrices (1Qα)

�1 and (3Qα)
�1 have the following expan-

sions in the case of RPAx:

ð1;3Q RPAx
α Þ(1 ¼ I - 2α1;3B̅ þ Oðα2Þ ð107Þ

with 1Bm,n =
1Bm,n/(εm + εn) and

3Bm,n =
3Bm,n/(εm + εn). Using

these results, one can easily check that all of the spin-adapted
correlation expressions of section 5 correctly reduce to MP2 at
second order, except for the dRPA-I variant, which reduces to
direct MP2.
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ABSTRACT: Segmented contracted scalar-relativistic (23s16p12d6f)/[18s12p9d3f] all-electron basis sets for lanthanides La�Lu
primarily for use in second-order Douglas�Kroll�Hess density functional calculations are presented. Atomic test calculations at the
scalar-relativistic Hartree�Fock level reveal an accurate description of the first to fourth ionization potentials as well as low-energy
d�f and d�p excitation energies; i.e., reference data obtained with optimized (34s28p22d16f) even-tempered basis sets are
reproduced with mean absolute errors of 0.003 (IP1), 0.013 (IP2), 0.030 (IP3), 0.098 (IP4), 0.070 (d�f), and 0.018 (d�p) eV.
Results of molecular test calculations are presented for the lanthanide trihalides LnX3 (Ln = La�Lu, X = F, Cl, Br, I) at the PBE0
hybrid density functional theory level. Compared to recently published basis sets of identical size, the sets proposed here show
substantially smaller errors in the atomic test calculations as well as lower total energies and produce results of similar accuracy in the
molecular calibration study.

1. INTRODUCTION

Several Gaussian basis sets are nowadays available from
literature for accurate wave-function-based relativistic all-elec-
tron (AE) quantum chemical calculations of lanthanide systems
when using the Douglas�Kroll�Hess (DKH) Hamiltonian.1�4

Hirao and co-workers optimized (27s23p15d10f) basis sets at
the Hartree�Fock (HF) level for Ce to Lu for use with the third-
order DKH (DKH3) Hamiltonian, both for a point nucleus as
well as for a finite nucleus with a Gaussian charge distribution.5,6

The corresponding La basis sets do not contain f functions, i.e.,
(27s23p15d). Koga and collaborators developed segmented
contracted correlating basis sets for Ce to Lu also to be used
with the DKH3 Hamiltonian.7 The underlying primitive set sizes
are (30s26p23d16f10g10h) for Ce to Tb, (29s25p22d15f9g9h)
for Dy to Yb, as well as (28s24p21d14f9g9h) for Lu. A corre-
sponding basis set for La is based on a (30s24p20d15f10g10h)
primitive set.8 Quite recently, Roos et al. published generalized
contracted (25s22p15d11f4g2h)/[12s11p8d7f4g2h] atomic natur-
al orbital9 (ANO-RCC) basis sets for Ce to Lu for use with the
second-orderDKH(DKH2)Hamiltonian.10 The corresponding La
basis set is slightly smaller, i.e., (24s21p15d11f4g)/[11s10p8d5f3g].
Averaged density matrices for the ground state of the atom and the
monocation as well as one excited state of the atom were
diagonalized, and the coefficients for all orbitals with occupation
numbers larger than 10�6 were kept for the contractions. Basis
sets of pVXZ quality (X = D, T, Q) as well as minimal basis sets
can be derived by omitting a suitable number of least populated
ANO contractions in each angular symmetry. For an overview of
DKH-adapted basis sets covering also elements other than the
lanthanides, the reader is referred to recent review articles by
Peterson11 and Nakajima and Hirao.4

Recently, Pantazis and Neese proposed loosely segmented con-
tracted (23s16p12d3f)/[18s12p9d3f] (La) and (23s16p12d6f3g)/
[18s12p9d3f3g] (Ce�Lu) AE relativistic contracted (SARC) basis
sets for the lanthanides to be used in the framework of density

functional theory (DFT) in connection with either the DKH or
the zeroth-order regular approximation (ZORA) Hamiltonian.12

The basis sets were tested for 56 lanthanide trihalides LnX3 (Ln =
Ce�Lu; X = F, Cl, Br, I) at the DKH level using the PBE0 hybrid
functional of Adamo and Barone,13 which is obtained from the
Perdew, Burke, and Ernzerhoff (PBE) gradient corrected density
functional14,15 by admixing 25% of the exact exchange. The
lanthanum trihalides were not considered, but some results for
La as well as Lu diatomics LnX (Ln = La, Lu; X = H, O, F) were
provided. The authors emphasized that their basis sets, despite
their compact size, provide a balanced treatment of different
electronic configurations of the lanthanides. Thus, they can be
used with confidence for the prediction of energetic properties
and provide an unbiased description of processes involving
changes in oxidation states and the concomitant changes of the
4f and 5d occupation numbers. Pantazis andNeese also proposed
an AE DKH2 or ZORA treatment applying their basis sets as a
very efficient alternative to effective core potentials (ECPs) in
routine DFT studies of chemically relevant systems.

In the present contribution, we first compare the accuracy of
the SARC DKH2 basis sets at the HF level for the first four
ionization potentials as well as the low-energy f�d and f�p
excitations to results obtained with scalar-relativistic Wood�
Boring (WB) adjusted ab initio pseudopotentials (PP) and corre-
sponding standard segmented contracted (14s13p10d8f6g)/
[10s8p5d4f3g] valence basis sets16,17 as well as with near-HF-limit
AE DKH2 and DKH3 results obtained with optimized uncon-
tracted even-tempered (34s28p22d16f) basis sets. Since the results
obtained with the SARC basis sets are found to be in an overall
lesser agreement with the reference data than the PP results, we
present (23s16p12d6f)/[18s12p9d3f] DKH2 basis sets using the
same contraction pattern as the SARC sets, but performing
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significantly better and also leading to substantially lower total
energies. Second, we present a calibration study for the lanthanide
trihalides LnX3 (Ln = La�Lu, X = F, Cl, Br, I) at the PBE0 density
functional theory level and show that the new basis sets lead to
equally good results for geometries and atomization energies as the
SARC basis sets, despite the absence of very diffuse functions. A
brief preliminary report on the performance of the new basis sets in
atomic calculationswas already given in a discussion of the accuracy
and efficiency of density functional calculations applying 4f-in-core
PPs on these systems.18

2. COMPUTATIONAL DETAILS

The HF and DFT calculations reported here were performed
with the MOLPRO program system20 using the general-order
DKH (DKHn) routines of Hess and co-workers.3 In the atomic
HF calculations, symmetry breaking was avoided by calculating a
state average including all components of the LS state under
consideration by means of the multiconfiguration self-consistent
field (MCSCF) code21,22 and applying the suitable orbital
occupation number restrictions. In order to obtain DKH2 HF
reference data, an even-tempered (30s24p18d12f) basis set was
optimized by minimizing the sum of the lowest LS state energies
of the 4fn+16s2, 4fn5d16s2, and 4fn6s26p1 configurations.23 Since
an energy optimization will usually not produce diffuse enough
functions, the basis sets were systematically increased by adding n
times (1s1p1d1f), keeping the center of gravity as well as the ratio
between the exponents fixed. For n = 4, the changes in the total
energy dropped to below 1 mH (milli-Hartree), and the f�d and
f�p excitation energies were typically converged to 0.001 eV.
The largest (34s28p22d16f) basis sets thus result by an addition
of two tight and two diffuse functions for each angular symmetry
to the final (30s24p18d12f) uncontracted even-tempered set.
Only this largest set was applied in the evaluation of the DKH2
first to fourth ionization potentials as well as the corresponding
DKH3 calculations. The DKH2 ground state energies are found
to be slightly lower than the values reported by Pantazis and
Neese for their extended universal Gaussian basis sets
(34s24p20d14f). Although our total energies are also not fully
converged, we think that our ionization potentials and excitation
energies are within 0.01 eV of the HF limit.

In order to derive segmented contracted (23s16p12d6f)/
[18s12p9d3f] DKH2 basis sets similar to the SARC sets of
Pantazis and Neese,12 a (22s15p11d5f) set was first energy
optimized for La�Lu as described above for the even-tempered
sets. Thereafter, keeping the (22s15p11d5f) set fixed, one diffuse
function for each angular momentum symmetry was optimized
in the same manner yielding a (23s16p12d6f) uncontracted set.
The derivation of the contraction coefficients from the eigen-
vectors of various averaged density matrices was explored;
however, the adoption of the coefficients for the lowest state of
4fn+16s2 for La�Yb and 4fn5d16s2 for Lu led to the best overall
results. It should be noted that, similar to Pantazis and Neese, the
basis sets were derived entirely at theHF level of theory, although
they are intended to be later used in DFT calculations. However,
in contrast to Pantazis and Neese, La is treated identically to the
other lanthanides Ce to Lu, since it is well-known that, although
the 4f shell is not occupied in the La ground state, a flexible
enough f function set is needed for accurate molecular results.19

The pseudopotential (PP) calculations reported here for com-
parison used the WB adjusted energy-consistent PPs of the Stutt-
gart type16,24 and corresponding (14s13p10d8f6g)/[10s8p5d4f3g]

segmented contracted valence basis sets.25 Although the associated
(14s13p10d8f6g)/[6s6p5d4f3g] generalized contracted valence
basis sets24 are more compact and lead to much better total valence
energies, we use the segmented contracted sets here in order to get
an unbiased comparison with the AE DKH segmented contracted
basis sets.

The molecular calculations on the lanthanide trihalides LnX3

(Ln = La�Lu; X = F, Cl, Br, I) were performed with the PBE0
hybrid functional of Adamo and Barone,13 which is based on the
Perdew, Burke, and Ernzerhof (PBE) gradient corrected
functional.14 This functional was also used in the study of
Pantazis and Neese and turned out to give the overall best results
in our recent PP study of the lanthanide trihalides.18,26 Since the
lanthanum trihalides have not been included in the study by
Pantazis and Neese, the corresponding calculations were carried
out also using their La basis set. However, since their basis set
does not provide enough f functions, the corresponding results
are not included when calculating the mean absolute deviations
between theoretical and recommended or experimental refer-
ence data. The basis sets applied for the halides, i.e., relativistically
recontracted polarized triple-ζ basis sets, were taken from the
ORCA basis set library.27 It should be noted that these basis sets
only keep the innermost contraction for s and p symmetry and
thus are in fact larger than their nonrelativistic polarized triple-ζ
counterparts. The DKH2 sets denoted as TZVP in the ORCA
basis set library, i.e., F (11s6p1d)/[6s3p1d], Cl (14s9p1d)/
[8s4p1d], Br (17s13p7d)/[10s8p3d], and I (19s15p10d)/
[12s10p6d], were applied in DFT calculations using the ORCA
code,27 whereas extended DKH2 sets denoted as TZVPP,
i.e., F (11s6p2d1f)/[6s3p2d1f], Cl (14s9p2d1f)/[8s4p2d1f], Br
(17s13p8d1f)/[10s8p4d1f], and I (19s15p11d2f)/[12s10p7d2f],
were applied in calculations using MOLPRO.20,28 For the lantha-
nides, the (23s16p12d6f)/[18s12p9d3f] sets presented here as well
as the SARC sets of Pantazis and Neese were used. A g set was not
added, since it was found to lead only to slight changes at the DFT
level in test calculations; i.e., the bond lengths and the atomization
energies of the lanthanide triiodides LnI3 (Ln = La�Lu) changed
on average by 0.003Å and 0.04 eV, respectively. These values are far
below the experimental errors bars and most likely smaller than
errors introduced by the usage of DFT.

The results reported here refer to the unrestricted Kohn�
Sham formalism and a single Slater determinant as a model wave
function. The determinant leading to the lowest total energy was
searched for by applying successively all possible rotations
between the differently occupied 4f orbitals. The DFT calcula-
tions were performed in C1 symmetry; i.e., all orbital rotations
and mixings were allowed by symmetry. However, except as
otherwise noted, C3v symmetry was imposed on the molecular
structure during the optimization.23 The target accuracy for
integration within the MOLPRO DFT module20,28 was changed
to 10�11 or better, compared to a default value of 10�6. The
calculations with the SARC basis sets were repeated here with the
ORCA DFT module,27 since from the publication of Pantazis
and Neese12 it is not entirely clear how the open f shells were
treated and to which atomic and molecular states or averages the
atomization energies refer.29,30

The destabilization of chemical bonds by spin�orbit (SO)
splitting is a well-known effect for heavy element molecules,31,32

since typically the atomic total energy SO lowerings are larger
than the molecular ones. For halogen compounds, the SO
induced reductions of the atomization energies might roughly
amount to the values one may estimate from the experimental
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atomic 2P3/2�2P1/2 SO splittings,33 i.e., LnF3, �0.050; LnCl3,
�0.109; LnBr3, �0.456; and LnI3, �0.942 eV. The situation
however is more complex due to the atomic-like character the
open Ln 4f shell retains in the LnX3molecules. In those few cases
where the 4f occupation number is the same in the free Ln atom
and the LnX3 molecule, the contributions from the 4f shell may
approximately cancel, and a further SO induced reduction of the
atomization energies only results from the atomic SO splitting of
the 5d shells, e.g., for LaX3, CeX3, GdX3, and LuX3 (X=F, Cl, Br, I).
However, the majority of cases involve different 4f occupations in
the Ln atom and the LnX3 molecule. The 4f SO contributions
may not cancel and cannot be simply estimated on the basis of
atomic data. Therefore, atomic and molecular SO contributions
to the total energy were calculated using the MOLPRO code20,34

at the DKH2 RHF level using the Breit�Pauli Hamiltonian in
quasi-degenerate first-order perturbation theory. To the best of
our knowledge, such corrections have not been included in
previous studies of the lanthanide trihalides,12,35�41 except for
a relativistic AE DFT study by Adamo and Maldivi.42 These
corrections of the atomization energies were only derived for the
basis sets proposed here; however, they were also applied to the
scalar-relativistic DKH2 results obtained with the Ln basis sets of
Pantazis and Neese12 for comparison to experimental data.

3. RESULTS AND DISCUSSION

The following section summarizes results for atomic test
calculations at the HF level and molecular test calculations on
the lanthanide trihalides LnX3 (Ln = La�Lu; X = F, Cl, Br, I) at
the DFT level. For a few cases, results of HF and coupled cluster
calculations with single, double, and perturbative triple excita-
tions (CCSD(T)) performed with theMOLPRO code20,43,44 are
also reported for comparison.
3.1. Atomic Calculations. One criterion on which to judge

the quality of a basis set is the total energy. The ground state HF
energies derived with the proposed basis sets are between 0.87

(La) and 3.16 (Lu) Hartree lower than the energies obtained
with the SARC basis sets,12 cf. Table 1. The total ground state
energies of the new sets are still at least between 0.11 (La) and 0.85
(Lu) Hartree above the HF limit (mean absolute error (m.a.e.)
0.47 hartree), which is most likely close to the values obtained with
our optimized uncontracted even-tempered (34s28p22d16f) sets.
The corresponding errors of the sets of Pantazis and Neese are
between 0.98 (La) and 4.01 (Lu) Hartree (m.a.e. 2.35 hartree).
Our estimates of theDKH2HF limit are for all 15 lanthanide atoms
lower than the values obtained by Pantazis and Neese with
(34s24p20d14f) sets based on the universal Gaussian basis sets
(UGBS) of de Castro et al.45,46 Our HF results for the SARC basis
sets in some cases deviate from the spin-averaged restricted open-
shell HF (ROHF) values published by Pantazis and Neese.12 We
can only speculate about the reasons and want to point out that in
our calculations symmetry breaking is avoided; i.e., all components
of the LS state under consideration are calculated and are degen-
erate. Moreover, in corresponding nonrelativistic calculations, we
approach finite differenceHF results obtainedwith the atomic code
MCHF7747 for the LS state.
The open 4f shell causes various difficulties in calculations on

lanthanide systems, e.g., large differential relativistic effects usually
destabilizing states with high 4f occupation and large counteracting
correlation effects stabilizing states with high 4f occupation have to
be dealt with.48,49 Such problems become relevant, e.g., for the
calculation of the LnX3 atomization energies, since in these
molecules according to the ionic charge distribution Ln3+(X�)3
the Ln3+ centers have a 4fn configuration (n = 0�14 for La�Lu),
whereas in the ground states of the neutral Pr�Eu and Tb�Yb
atoms one has a 4fn+16s2 configuration.50 Thus, only for La, Ce, Gd,
and Lu, where the neutral atoms have a 4fn5d16s2 configuration,
may one expect a rough cancellation of differential relativistic and
correlation effects in the calculation of the atomization energies.
Aside from questions of the accuracy of the relativistic

Hamiltonian itself and the applied density functional for the
evaluation of 4fn+16s2�4fn5d16s2 energy differences, it is also

Table 1. Ground State DKH2 Hartree�Fock Energies (Hartree) Obtained with the Proposed Basis Sets of This Work in
Comparison to the SARC Basis Sets of Pantazis and Neese12 and Near HF-Limit Values Obtained with Optimized Uncontracted
Even-Tempered (34s28p22d16f) Sets

this work SARC near HF

Ln E error E error E

La 5d16s2 2D �8486.3096 0.1109 �8485.4449 0.9756 �8486.4205

Ce 4f15d1 6s2 3F �8853.0578 0.2367 �8852.0936 1.2009 �8853.2945

Pr 4f36s2 4I �9229.4752 0.2729 �9228.3765 1.3716 �9229.7481

Nd 4f46s2 5I �9615.7139 0.2979 �9614.4993 1.5125 �9616.0118

Pm 4f56s2 6H �10011.8533 0.3276 �10010.5149 1.6660 �10012.1809

Sm 4f66s2 7F �10418.0751 0.3617 �10416.6038 1.8330 �10418.4368

Eu 4f76s2 8S �10834.5405 0.4029 �10832.9265 2.0169 �10834.9434

Gd 4f75d1 6s2 9D �11261.2456 0.4485 �11259.5479 2.1462 �11261.6941

Tb 4f96s2 6H �11698.1351 0.4886 �11696.1825 2.4412 �11698.6237

Dy 4f106s2 5I �12145.8345 0.5376 �12143.6953 2.6768 �12146.3721

Ho 4f116s2 4I �12604.2724 0.5914 �12601.9349 2.9289 �12604.8638

Er 4f126s2 3H �13073.6050 0.6408 �13071.0476 3.1982 �13074.2458

Tm 4f136s2 2F �13554.0235 0.7054 �13551.2397 3.4892 �13554.7289

Yb 4f146s2 1S �14045.7231 0.7696 �14042.6902 3.8025 �14046.4927

Lu 4f145d1 6s2 2D �14548.7669 0.8521 �14545.6043 4.0147 �14549.6190

m.a.e. 0.4696 2.3516
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important to assess the quality of the applied basis set. Tables 2
and 3 present DKH2 and DKH3 AE HF results, respectively,
obtained with the large optimized uncontracted even-tempered
(34s28p22d16f) basis sets for ionization potentials and excitation
energies, which are assumed to be quite close to the basis set
limit. Reduced basis sets containing one or two primitives for
each angular quantum number less virtually give the same values.
The differences between the DKH2 and DKH3 results are quite
small, and it thus may be hoped that the DKH2 Hamiltonian
provides already a quite good scalar-relativistic description for
lanthanide systems.

Table 2 also lists the DKH2 HF results obtained with the
SARC basis sets of Pantazis and Neese.12 The errors are quite
small for the first and second ionization potentials, but they
amount to several tenths of an electronvolt for the third and
fourth ionization potentials (mean absolute deviations (MAD) of
0.01, 0.04, 0.15, and 0.67 eV for IP1, IP2, IP3, and IP4,
respectively), especially in the cases where the 4f occupation is
changing. These results can be compared to those obtained with
the WB-adjusted small-core PPs16,24 and their corresponding
standard segmented contracted (14s13p10d8f)/[10s8p5d4f] ba-
sis sets25 listed in Table 3 (MAD = 0.04, 0.13, 0.11, and 0.32 eV).

Table 2. First to Fourth AE DKH2 Ionization Potentials, 4fn5d16s2 f 4fn+16s2 and 4fn5d16s2 f 4fn6s26p1 Excitation Energies
Obtained at the HF Level with the (34s28p22d16f) Basis Sets (DKH2 Limit), and the (23s16p12d6f)/[18s12p9d3f] Segmented
Contracted Sets of This Work As Well As the SARC Basis Sets of Pantazis and Neesea,b,12

IP1 IP2 IP3

Ln DKH2 limit this work SARC DKH2 limit this work SARC DKH2 limit this work SARC

La 4.37 4.37 4.40 10.36 10.36 10.35 18.10 18.10 18.07

Ce 4.56 4.55 4.57 11.14 11.30 11.47 18.24 18.11 17.97

Pr 4.43 4.43 4.44 9.89 9.89 9.91 19.68 19.60 19.39

Nd 4.47 4.47 4.48 10.04 10.04 10.06 19.81 19.75 19.67

Pm 4.52 4.52 4.52 10.19 10.19 10.21 19.83 19.80 19.80

Sm 4.56 4.56 4.56 10.34 10.34 10.36 21.05 21.03 21.07

Eu 4.59 4.59 4.60 10.48 10.47 10.50 22.73 22.72 22.78

Gd 4.79 4.79 4.80 11.36 11.37 11.38 19.51 19.51 19.51

Tb 4.76 4.76 4.76 10.71 10.71 10.73 17.62 17.65 17.84

Dy 4.83 4.83 4.84 10.82 10.82 10.84 18.85 18.87 19.07

Ho 4.91 4.91 4.92 10.93 10.93 10.95 18.50 18.48 18.74

Er 4.99 4.98 5.00 11.04 11.04 11.07 18.10 18.08 18.35

Tm 5.07 5.06 5.07 11.16 11.15 11.18 19.21 19.20 19.47

Yb 5.14 5.13 5.15 11.26 11.26 11.28 20.92 20.90 21.16

Lu 4.35 4.35 4.34 12.59 12.59 12.61 19.94 19.94 19.97

MAD 0.000 0.003 0.009 0.000 0.013 0.041 0.000 0.030 0.153

0.003 0.006 0.005 0.006 0.016 0.035 0.009 0.027 0.155

IP4 d�f d�p

Ln DKH2 limit this work SARC DKH2 limit this work SARC DKH2 limit this work SARC

La 49.89 49.90 49.89 2.74 2.96 a) 1.86 1.84 1.81

Ce 34.90 34.67 34.30 1.34 1.48 1.63 2.12 2.13 2.13

Pr 37.23 37.11 36.76 0.11 0.21 0.48 2.10 2.12 2.15

Nd 38.93 38.88 38.82 0.26 0.33 0.48 2.21 2.24 2.27

Pm 39.17 39.18 39.40 0.52 0.57 0.64 2.27 2.30 2.31

Sm 39.31 39.37 39.79 �0.47 �0.43 �0.41 2.26 2.30 2.29

Eu 40.81 40.91 41.42 �2.09 �2.07 �2.09 2.09 2.14 2.12

Gd 42.83 42.94 42.93 4.68 4.67 5.14 1.72 1.74 1.72

Tb 35.25 35.42 36.45 3.24 3.23 3.06 1.87 1.89 1.88

Dy 37.46 37.63 38.62 2.11 2.09 1.93 1.79 1.81 1.79

Ho 38.95 39.06 40.10 2.11 2.08 1.89 1.32 1.33 1.31

Er 38.73 38.83 39.92 2.42 2.36 2.18 1.05 1.05 1.03

Tm 38.45 38.57 39.66 1.61 1.57 1.38 1.14 1.14 1.11

Yb 39.84 39.95 41.01 0.10 0.05 �0.13 1.12 1.12 1.10

Lu 41.85 41.85 42.18 0.30 0.30 0.30

MAD 0.000 0.098 0.667 0.000 0.070 0.215 0.000 0.018 0.024

0.008 0.103 0.673 0.008 0.064 0.218 0.005 0.020 0.023
aThe results are for the lowest LS states (cf. Supporting Information). The mean absolute deviations (MAD) listed in the first line at the bottom refer to
the AEDKH2 near HF results from this table, those in the second line to corresponding DKH3 data fromTable 3. bValue 10.66 eV not included inMAD
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Essentially identical results are obtained for the small-core PPs
when the more compact generalized contracted (14s13p10d8f)/
[6s6p5d4f] basis sets are used (MAD = 0.04, 0.13, 0.11, and
0.32 eV). We note here in passing that the HF PP results for IP1
of La, Ce, Gd, and Lu in Table 2 are by 0.2�0.4 eV lower than the
CAS PP results reported previously,24,25 where the 6s shell was
included together with the 5d and 4f shells in the active space.
Although the SARC basis sets perform slightly better for the

first and second ionization potentials, and slightly worse for the
third one, they exhibit substantially larger errors for the fourth
ionization potentials, which involve a change of the 4f occupation
number for all elements except for La. These errors are most
likely not due to the contraction, since the uncontracted SARC
sets exhibit different but not really better results.We note that the
SARC sets are characterized by the presence of unusually diffuse
outermost exponents, and that their exponents have been simply
adopted from universal Gaussian basis sets optimized by
Jorgeet al. in Dirac�Hartree�Fock (DHF) calculations for the
Dirac�Coulomb Hamiltonian (DC)45,46 instead of optimizing
them for the DKH2 or ZORA target Hamiltonian. It is thus not
surprising that the tighter exponents describing inner regions of
the atom, where (upper component) DHF/DC and DKH2 or
ZORA spinors certainly differ in shape, are not optimal. The
seemingly favorable DKH2 SARC ionization energies presented
by Pantazis and Neese12 were obtained at the Becke exchange
and Lee, Young, Parr correlation hybrid functional (B3LYP)
level and compared to experimental values. In view of the quite
large error bars for the higher ionization potentials, the omission
of SO contributions, and the probably not too accurate descrip-
tion of 4f shell correlation effects by B3LYP and a single reference
DFT ansatz, it is thus quite difficult to come to a conclusion on
possible basis set errors on the basis of their results.
Similarly, for d�f and d�p excitation energies, the SARC HF

DKH2 results (MAD = 0.22 and 0.02 eV) are not clearly better
than the PP HF results (MAD = 0.08 and 0.05 eV). As for the
ionization potentials, the performance of the segmented25 and
generalized24 contracted basis sets is rather similar. It has to be
noted, however, that a diffuse p function had to be added to the
PP basis sets in order to get a reasonable description of the 6p
shell, i.e., reliable d�p excitation energies, whereas the addition
of this function changed the calculated ionization potentials and
d�f excitation energies only negligibly.
In contrast to this, the optimized DKH2 basis sets proposed

here exhibit clearly the best overall performance (MAD = 0.00,
0.01, 0.03, 0.10, 0.07, and 0.02 eV for IP1, IP2, IP3, IP4, d�f, and
d�p, respectively). Although the diffuse outermost exponents in
each angular symmetry are somewhat larger than in the SARC
sets, they are able to describe quite well the configurations with
relatively diffuse valence orbitals, e.g., 4fn+16s2, 4fn5d16s2, and
4fn6s26p1. Since in most molecules the lanthanides are charged
Lnx+ (x = 3 and also 2 or 4) ions, we expect the present basis sets
to be sufficiently accurate. An addition of diffuse functions might
be considered for calculations of weakly interacting systems, e.g.,
dimers with van der Waals bonding contributions such as Yb2,
but in these cases, the application of DFT, for which the basis sets
are designed, is questionable.
A brief comment on the performance of the small-core PPs16 is

in order. The reasons for the errors are most likely 2-fold. On one
hand, only Ln and Ln+ configurations, excluding those with an
occupied 6p shell, have been considered in the adjustment; i.e.,
only IP1 and the d�f excitation energy have been included in the
reference data set. On the other hand, the reference energies were

Table 3. First to Fourth AE DKH3 Ionization Potentials,
4fn5d16s2 f 4fn+16s2 and 4fn5d16s2 f 4fn6s26p1 Excitation
Energies Obtained at the HF Level Obtained with the
(34s28p22d16f) Basis Sets (DKH3 Limit), and Correspond-
ing Small-Core PP16 Results Using the (14s13p10d8f)/
[10s8p5d4f] Segmented24 As Well As the (14s13p10d8f)/
[6s6p5d4f] Generalized25 Valence Basis Setsa

IP1 IP2 IP3

DKH3 PP PP DKH3 PP PP DKH3 PP PP

Ln limit seg. gen. limit seg. gen. limit seg. gen.

La 4.38 4.40 4.39 10.35 10.35 10.36 18.10 18.06 18.06

Ce 4.56 4.62 4.62 11.15 11.18 11.20 18.23 18.29 18.29

Pr 4.43 4.47 4.47 9.89 9.97 9.97 19.67 19.80 19.80

Nd 4.47 4.51 4.52 10.04 10.13 10.13 19.80 19.94 19.94

Pm 4.52 4.55 4.55 10.19 10.26 10.26 19.82 19.97 19.96

Sm 4.56 4.58 4.58 10.34 10.38 10.38 21.04 21.19 21.19

Eu 4.60 4.61 4.61 10.48 10.50 10.50 22.72 22.86 22.86

Gd 4.80 4.86 4.86 11.37 11.48 11.49 19.50 19.74 19.74

Tb 4.76 4.71 4.72 10.72 10.62 10.61 17.61 17.83 17.82

Dy 4.84 4.81 4.81 10.83 10.78 10.77 18.84 19.05 19.03

Ho 4.91 4.90 4.91 10.94 10.92 10.92 18.49 18.60 18.60

Er 4.99 4.97 4.97 11.05 11.00 11.00 18.09 18.21 18.21

Tm 5.07 5.03 5.03 11.16 11.09 11.08 19.21 19.30 19.30

Yb 5.14 5.06 5.07 11.27 11.11 11.11 20.91 20.92 20.93

Lu 4.34 4.38 4.38 12.60 12.67 12.67 19.95 19.97 19.94

MAD 0.003 0.037 0.035 0.073 0.125 0.128 0.009 0.113 0.111

0.000 0.036 0.035 0.000 0.065 0.069 0.000 0.121 0.119

IP4 d�f d�p

DKH3 PP PP DKH3 PP PP DKH3 PP PP

Ln limit seg. gen. limit seg. gen. limit seg. gen.

La 49.89 49.94 49.94 2.74 2.67 2.68 1.83 1.84 1.85

Ce 34.89 35.09 35.09 1.34 1.34 1.35 2.12 2.18 2.19

Pr 37.23 37.50 37.50 0.11 0.09 0.10 2.10 2.20 2.21

Nd 38.92 39.23 39.23 0.27 0.24 0.25 2.21 2.31 2.32

Pm 39.16 39.50 39.49 0.53 0.49 0.50 2.27 2.36 2.37

Sm 39.30 39.65 39.64 �0.46 �0.53 �0.52 2.25 2.31 2.32

Eu 40.80 41.14 41.12 �2.08 �2.17 �2.16 2.08 2.13 2.14

Gd 42.82 43.48 43.46 4.69 4.65 4.68 1.72 1.86 1.87

Tb 35.24 35.69 35.69 3.25 3.10 3.13 1.87 1.87 1.88

Dy 37.46 37.92 37.90 2.12 1.97 2.01 1.78 1.80 1.82

Ho 38.94 39.35 39.33 2.12 2.01 2.04 1.32 1.34 1.35

Er 38.72 39.15 39.12 2.43 2.28 2.30 1.05 1.04 1.05

Tm 38.45 38.80 38.77 1.62 1.46 1.49 1.13 1.10 1.12

Yb 39.83 40.04 40.03 0.11 �0.07 �0.05 1.12 1.00 1.03

Lu 41.83 41.91 41.91 0.30 0.30 0.35

MAD 0.008 0.319 0.308 0.008 0.082 0.064 0.005 0.053 0.059

0.000 0.327 0.316 0.000 0.090 0.072 0.000 0.054 0.061
aA diffuse p function was added to the PP basis sets for the evaluation of
d�p excitation energies. The results are for the lowest LS states (cf.
supplementarymaterial). Themean absolute deviations (MAD) listed in
the first line at the bottom refer to the AE DKH2 near HF results from
Table 2, those in the second line to corresponding DKH3 data from
this table.
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derived with the scalar-relativisticWBHF formalism, which leads
to slightly different results from those obtained with the DKH2
Hamiltonian. We note that the PPs were generated more than
two decades ago and by now do not correspond to the state of the
art. Modern energy-consistent PPs are adjusted to reference data
going beyond the WB, DKH2, or ZORA Hamiltonians in
accuracy,51�56 i.e., they are based on multireference Dirac�
Hartree�Fock data obtained with the Dirac�Coulomb�Breit
finite nucleus Hamiltonian and possibly also include higher-order
corrections from quantum electrodynamics. Such potentials, e.g.,
the one recently published for the U atom,57,58 are certainly in
terms of accuracy more competitive with AE calculations than
the WB-adjusted PPs.
Spin�orbit (SO) effects cannot be neglected for lanthanide

systems (vide infra), especially for energy differences between
states with different 4f and/or 5d occupations.30,59 Table 4 lists
mean absolute deviations (MAD) in the relative energy of the
J-levels of the Ln3+ ions with respect to the parent LS ground
state configuration. The Breit�Pauli (BP) Hamiltonian was used
in first-order quasidegenerate perturbation theory.20 The average
MAD for the 12 elements listed in Table 4 amounts to 400 cm�1

for the SARC basis sets, compared to 244 cm�1 for both the
segmented and generalized contracted PP results. Again, the
present AE basis sets perform best, i.e., the average MAD
amounts to only 123 cm�1. We assume that by optimizing the
even-tempered basis sets underlying the segmented contracted
sets proposed here, a better description of the compact 4f shell
was obtained than is the case for the SARC basis sets. Detailed
results for the individual J levels are available in the Supporting
Information.
The number of s, p, d, and f primitives in the extended PP basis

sets is 162, compared to 173 in the AE SARC basis sets and the

sets proposed here. The number of s, p, d, and f contractions is 90
and 80 for the segmented and generalized ANO contracted PP
basis sets, respectively, compared to 120 for the AE basis sets.
The PP basis sets appear to be relatively large; however, they have
the advantage that they can also be used in wave-function-based
correlation calculations without suffering from too large basis set
superposition errors, which is not the case for the small AE basis
sets discussed here. In addition, the PP ANO contracted PP sets
of VQZ quality can be easily reduced and yield sets with fewer s,
p, d, and f contractions, i.e., VTZ (64) and VDZ (48). Note that
these numbers always include the diffuse p function, which might
also be omitted for most purposes. The construction of more
compact segmented contracted PP basis sets for usage in DFT
calculations is currently underway in the group of Weigend and
will also cover the lanthanides.60�62 The segmented contracted
AE DKH sets presented here and by Pantazis and Neese12 have
nearly as many s, p, d, and f contractions as the most extended
ANO contracted DKH2 sets published by Roos and co-workers,10

which consist of 134 s, p, d, and f contractions. Again, the
advantage of the ANO sets is that smaller basis sets can easily be
constructed by omitting the least populated ANO contractions.
3.2. Molecular Results. Molecular test calculations were

performed for the lanthanide trihalides LnX3 (Ln = La�Lu;
X = F, Cl, Br, I). An overview over the various previous
theoretical studies of these systems12,35�42 up to 2004 was given
by Kovacs and Konings.63 In the present study, we compare
mainly to the recent DKH AE PBE0 results of Pantazis and
Neese.12 A report on the performance of 4f-in-core PPs combined
with effective core-polarization potentials (CPPs) in various DFT
and CCSD(T) calculations will be given elsewhere.26

3.2.1. LnX3 Bond Lengths and Angles. A summary of the
overall performance of various approaches for LnX3 bond lengths
is listed in Table 5. Detailed geometry parameters of all calcula-
tions of this work are available from the Supporting Information.
We make comparison to two reference data sets, i.e. the one
published by Hargittai64 and the one of Kovacs and Konings.63

The latter set usually has shorter bond distances than the former,
with the calculated results falling usually in between. In principle,
a careful analysis of the recommended values and the calculated
results should be carried out for each molecule, especially for
those cases where irregularities or surprising results are present,
e.g., for YbBr3 and LuBr3. Hargittai lists quite different values of
2.571 and 2.506 Å, respectively, whereas Kovacs and Konings

Table 4. Mean Absolute Deviations (cm�1) in Relative
Energies of J Levels with Respect to the Parent Ln3+ 4fn LS
Ground Statea

AE DKH2/BP PP

Ln this work SARC seg. gen.

Ce 4f1 2F 94.5 231.1 218.8 210.6

Pr 4f2 3H 106.4 341.3 251.3 244.6

Nd 4f3 4I 119.0 383.5 254.4 248.7

Pm 4f4 5I 119.7 381.4 223.9 220.6

Sm 4f5 6H 104.7 327.7 157.2 155.2

Eu 4f6 7F 78.9 242.0 90.2 89.1

Tb 4f8 7F 92.3 299.0 296.8 297.2

Dy 4f9 6H 140.1 447.9 418.5 420.7

Ho 4f10 5I 160.9 569.4 485.3 490.5

Er 4f11 4I 172.4 620.2 266.5 272.8

Tm 4f12 3H 162.8 560.5 15.9 29.6

Yb 4f13 2F 119.7 393.3 250.2 250.6

avg. MAD 122.6 399.8 244.1 244.2
aThe reference values were obtained by CASSCF DKH2 calculations
using (34s28p22d16f) basis sets and applying the BP Hamiltonian in
first-order quasidegenerate perturbation theory. The corresponding
results obtained with the segmented contracted (23s16p12d6f)/
[18s12p9d3f] basis sets of this work and the corresponding SARC basis
sets12 are compared to results obtained with small-core PPs16 and
(14s13p10d8f)/[10s8p5d4f] segmented25 as well as (14s13p10d8f)/
[6s6p5d4f] generalized24 contracted basis sets.

Table 5. Mean Absolute Errors in PBE0 Calculated Ln�X
bond Lengths (Å) of LnX3 with Respect to Recommended
Values by Kovacs and Konings (KK)63 and Hargittai (H)64

LnF3 LnCl3 LnBr3 LnI3

method KK H KK H KK H KK H

AE DKHa 0.016 0.017 0.018 0.021 0.017 0.022 0.023 0.024
PP+CPPb 0.006 0.028 0.017 0.023 0.013 0.024 0.027 0.016

AE DKHc 0.015 0.020 0.019 0.022 0.022 0.017 0.044 0.014

AE DKHd 0.018 0.017 0.021 0.020 0.021 0.018 0.021 0.010

AE DKHe 0.015 0.020 0.019 0.022 0.019 0.020 0.046 0.012
aRef 12, including one-center approximation. b 4f-in-core PP+CPP
results.18 cThis work using the proposed Ln basis sets and X TZVPP
basis sets, MOLPRO.20 dThis work using the SARC basis sets of ref 12
and X TZVP basis sets, ORCA.27 eThis work using the proposed Ln
basis sets and X TZVP basis sets, ORCA.27
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give 2.529 and 2.516 Å, respectively. Such a discussion of
individual molecules is beyond the scope of the present work.
One notes that large-core pseudopotentials (PPs), when

augmented by core-polarization potentials (CPPs) on the lantha-
nides and halides, lead to results of similar overall quality as AE
DKH2 calculations applying the same density functional.18 As
discussed in more detail elsewhere, the lanthanide PPs include
the open 4f shell in the core and require significantly smaller
computational ressources than the AE DKH2 calculations re-
ported here.19 They also avoid several difficulties which arise
when applying density functional theory to open f shell systems,
which actually would require a multireference treatment. It is also
obvious that the differences between the results obtained with
the basis sets proposed here and those of ref 12 are quite small,
and even larger deviations arise from the usage of different
program systems. This point will be discussed below in more
detail.
Table 6 provides a comparison of AE DKH PBE0 bond

lengths obtained using the MOLPRO code20 and the basis sets
proposed here as well as the SARC basis sets.12 It is seen that the
agreement is excellent with mean average deviations of 0.003 Å
or less for all four halides. Quite good agreement is also obtained
when comparing to the results published by Pantazis andNeese12

for the trifluorides and trichlorides, whereas the bond lengths of
the tribromides and triiodides obtained here are slightly longer.
The main reason for these deviations appears to be the usage of a
one-center approximation in the ORCA code27 applied by
Pantazis andNeese for the evaluation of the DKH2 contributions
in geometry optimizations. This computational detail, which is
not mentioned in the original work, was later pointed out by
the authors.65 Corresponding results of calculations using the
ORCA software,27 i.e., applying the one-center approximation,

are summarized in the Supporting Information. Here again,
excellent agreement is obtained between the results for both
basis sets; i.e., the MAD in bond lengths is 0.003, 0.002, 0.002,
0.011, and 0.004 Å for LnF3, LnCl3, LnBr3, LnI3, and all LnX3,
respectively. When avoiding the one-center approximation by
using ORCA for single-point calculations and an external geo-
metry optimizer, the agreement is even better; i.e., the MAD is
0.002, 0.002, 0.002, 0.003, and 0.003 Å for LnF3, LnCl3, LnBr3,
LnI3, and all LnX3, respectively.
It has to be noted that both the bond angles and bond lengths

published by Pantazis and Neese12 are in fact averaged values, as
it was later revealed by the authors.65 Giving just average values is
valid for bond lengths, which show variations of less than 0.01 Å;
however, for some molecules, especially the europium trihalides,
the mere stating of an average bond angle leads to the wrong
impression that the molecules in the calculations have either C3v

or D3h symmetry. In fact, quite noticeable distorsions from these
ideal symmetries may occur when imposing no symmetry
restrictions in the calculation, and the X�Ln�X bond angles
for some systems show mean absolute deviations of up to 8�. For
example, for EuI3, bond angles of 116.2, 116.2, and 127.6� and
116.4, 116.4, and 127.1� were obtained when using the SARC
basis sets and the basis sets proposed here, respectively, cf.
Supporting Information. The corresponding bond distances
are 2.909, 2.914, and 2.914 Å and 2.885, 2.891, and 2.891 Å,
respectively. At the multiconfiguration Hartree�Fock level, such
distortions do not occur.
Table 7 summarizes the AE DKH PBE0 results obtained with

the proposed basis sets and extended sets for the halogen atoms.
The comparison is made to an average of the values recom-
mended by Hargittai64 and Kovacs and Konings,63 i.e. Ravg =
(RH + RKK)/2. The values in parentheses denote the deviations
of these recommended values from the average value in the last
two printed digits, i.e., n = 500|RH � RKK|. It should be noted
thatRH > RKK, except for LuBr3. Themean absolute deviations of
the AE DKH PBE0 results from the averaged reference values is
0.006 Å for LnF3, LnCl3, and LnBr3 but 0.022 Å for LnI3. The
major part of the deviations arises for the lighter lanthanide
iodides; i.e., mean absolute deviations of 0.040 and 0.007 Å are
observed for LaI3 to EuI3 and GdI3 to LuI3, respectively. In all
cases, except for LuBr3, the differences between the values of the
two recommended sets are larger than between the calculated
results and the values of any of the two sets. This indicates a need
for relativistic higher-level correlated ab initio AE calculations to
generate suitable reference data for calibration purposes.
The limited accuracy of a density functional description for

lanthanide open f shell systems becomes especially apparent for
the europium trihalides. The f population increases considerably
above the value of 6 electrons at the density functional level, i.e.,
6.24, 6.23, 6.30, and 6.56 for EuF3, EuCl3, EuBr3 and EuI3,
respectively, whereas one obtains 6.16, 6.12, 6.09, and 6.08 at the
HF level. Complete active space or multireference configuration
interaction calculations lead to f populations of less than 6.1
electrons. The unphysical overfilling of the 4f shell leads for EuI3
to a larger europium ion and thus also to a too long bond
distance. The CCSD(T) bond distances of 2.027, 2.492, 2.650,
and 2.836 Å for EuF3, EuCl3, EuBr3, and EuI3, respectively,
compare favorably to the PBE0 results 2.027, 2.487, 2.650, and
2.919 Å only for the three lighter halogens. The same F�Eu�F
bond angle of 113.8� was found for the pyramidal EuF3 at the
CCSD(T) and PBE0 levels, whereas for the three heavier
halogens, a planar equilibrium geometry was found. Finally, the

Table 6. Ln�X Bond Lengths (Å) from Spin-Free AE DKH2
PBE0 Calculations Using the Ln (23s16p12d6f)/[18s12p9d3f]
Basis Sets Proposed inThisWorkAsWell As theCorresponding
SARC Basis Sets12 Together with F (11s6p1d)/[6s3p1d], Cl
(14s9p1d)/[8s4p1d], Br (17s13p7d)/[10s8p3d], and I
(19s15p10d)/[12s10p6d] Basis Sets (Denoted by TZVP in the
ORCA Basis Set Library) for the Halides

LnF3 LnCl3 LnBr3 LnI3

Ln this work SARC this work SARC this work SARC this work SARC

La 2.107 2.114 2.576 2.581 2.729 2.735 2.952 2.957

Ce 2.085 2.090 2.554 2.555 2.704 2.704 2.926 2.926

Pr 2.070 2.074 2.535 2.535 2.683 2.685 2.906 2.905

Nd 2.068 2.071 2.519 2.520 2.669 2.669 2.890 2.890

Pm 2.052 2.055 2.506 2.506 2.655 2.654 2.875 2.876

Sm 2.037 2.040 2.493 2.494 2.643 2.645 2.872 2.873

Eu 2.028 2.030 2.487 2.489 2.649 2.651 2.921 2.915

Gd 2.029 2.029 2.470 2.472 2.617 2.619 2.835 2.838

Tb 2.012 2.013 2.456 2.458 2.602 2.604 2.821 2.824

Dy 2.003 2.004 2.442 2.444 2.589 2.592 2.808 2.812

Ho 1.999 2.000 2.431 2.434 2.578 2.580 2.796 2.800

Er 1.986 1.988 2.420 2.424 2.566 2.569 2.785 2.788

Tm 1.980 1.981 2.408 2.413 2.556 2.559 2.775 2.780

Yb 1.966 1.967 2.399 2.403 2.547 2.552 2.770 2.780

Lu 1.963 1.965 2.389 2.391 2.535 2.538 2.754 2.756

MAD 0.002 0.002 0.002 0.003



3138 dx.doi.org/10.1021/ct200504u |J. Chem. Theory Comput. 2011, 7, 3131–3142

Journal of Chemical Theory and Computation ARTICLE

errors of the AEDKHPBE0 atomization energies with respect to
the experimental values are always the highest for each series of
lanthanide trihalides (vide infra), also confirming that Eu is a
quite difficult case for DFT.
Finally, some brief comment concerning the structures

applies. In our optimizations, we find the trifluorides to be slightly
pyramidal (C3v) and the other heavier trihalides to be essentially
planar (D3h), when the molecular point group is restricted to C3v.
Note that no symmetry constraints were imposed on the orbitals;
i.e., for a single determinant description, symmetry breaking may
occur. In particular, we do not find planar PmF3 and SmF3
molecules in variance with the results of Pantazis and Neese.12

These authors comment that their observed structures are in
remarkable agreement with the so-called asphericity model.66

According to this model, originating from early work in solid state
physics,67 one has for LnX3 pyramidal (Ln = Ce, Pr, Nd, Eu, Tb,
Dy, Ho) and planar (Ln = La, Pm, Sm, Gd, Er, Tm, Yb, Lu)
structures depending on the shape of the 4f shell charge distribu-
tion. It is noteworthy that already LaF3, which was left out by
Pantazis and Neese, does not obey this model. In addition, GdF3
was found by these authors to be pyramidal andHoF3 to be planar
in disagreement with the model. Moreover, in view of the small
energy differences between the pyramidal and planar structures, e.
g., 0.036 eV for PmF3 according to our PBE0 results, one may
doubt if a single reference DFT model without consideration of
SO coupling is able to describe accurately enough the LnX3

electronic structure. In particular, it has to be noted that like most
density functionals the PBE0 functional applied in this work as
well as by Pantazis and Neese is not able to describe the
degeneracy of different components of open shell states correctly,
when these produce differing density distributions. This problem
was already discussed, e.g., by Baerends and co-workers for main
group and transition metals.29 Already for the simplest case, the

boron atom, degeneracy errors of up to 0.2 eV were found for the
2p1 2P ground state at the GGA level. In relativistic AE DKS
calculations, a degeneracy error of up to 0.6 eV was found for the
Yb3+ 4f13 2F7/2 state at the LDA and GGA levels.30 This defect
resulted in a wrong ordering of molecular states for YbO. It is
likely that such artifacts are also present for the LnX3 open shell
molecules and influence, besides the atomization energies, also
the ground state equilibrium structures. We therefore do not
discuss the bond angles here in detail and refer the reader
interested in these results to the Supporting Information.
3.2.2. Atomization Energies. Table 8 summarizes the errors for

the calculated LnX3 atomization energies with respect to the data
provided by Myers.68 This author evaluated LnX3 atomization

Table 7. Ln�X Bond Distances (Å) of LnX3 from AE DKH PBE0 Calculations Using the Extended Ln (23s16p12d6f)/
[18s12p9d3f] Basis Sets Proposed in This Work, Relativistically Contracted F (11s6p2d1f)/[6s3p2d1f], Cl (14s9p2d1f)/
[8s4p2d1f], Br (17s13p8d1f)/[10s8p4d1f], and I (19s15p11d2f)/[12s10p7d2f] Basis Sets for theHalides (Denoted TZVPP in the
ORCA Basis Set Library), in Comparison to Averaged Recommended Values (rec.)64,63a

LnF3 LnCl3 LnBr3 LnI3

Ln this work rec. this work rec. this work rec. this work rec.

La 2.106 2.108(31) 2.577 2.562(28) 2.731 2.715(26) 2.952 2.902(36)

Ce 2.084 2.098(29) 2.553 2.550(28) 2.705 2.700(23) 2.925 2.892(34)

Pr 2.068 2.075(17) 2.531 2.522(11) 2.684 2.679(14) 2.905 2.876(28)

Nd 2.065 2.069(20) 2.520 2.519(20) 2.670 2.669(17) 2.888 2.859(21)

Pm 2.051 2.058(19) 2.504 2.508(20) 2.656 2.656(17) 2.874 2.853(23)

Sm 2.036 2.047(18) 2.487 2.495(20) 2.646 2.644(17) 2.870 2.841(22)

Eu 2.027 2.037(17) 2.487 2.484(20) 2.650 2.633(17) 2.919 2.831(22)

Gd 2.027 2.031(22) 2.471 2.471(18) 2.619 2.622(18) 2.835 2.821(21)

Tb 2.018 2.015(14) 2.456 2.460(18) 2.609 2.608(18) 2.800 2.809(20)

Dy 2.003 2.005(14) 2.442 2.450(19) 2.591 2.596(19) 2.807 2.800(18)

Ho 1.999 1.994(13) 2.432 2.439(20) 2.583 2.585(19) 2.795 2.789(18)

Er 1.986 1.985(13) 2.421 2.427(20) 2.571 2.573(20) 2.783 2.779(17)

Tm 1.980 1.974(13) 2.410 2.417(20) 2.557 2.562(21) 2.773 2.769(17)

Yb 1.971 1.964(11) 2.399 2.404(20) 2.550 2.550(21) 2.768 2.758(16)

Lu 1.963 1.956(12) 2.390 2.395(22) 2.537 2.511(05) 2.752 2.752(19)

MAD 0.006 0.006 0.006 0.022
aThe numbers in parentheses denote the uncertainties for the last two digits as defined by the longer values of Hargittai and the shorter ones of Kovacs
and Konings.

Table 8. Mean Absolute Errors in LnX3 PBE0 Atomization
Energies (eV) of Scalar-Relativistic (SR) and Spin-Orbit
Corrected (SO) Calculated Values with Respect to Experi-
mental Data68

LnF3 LnCl3 LnBr3 LnI3

method SR SO SR SO SR SO SR SO

AE DKHa 0.45 0.47 0.49 0.57 0.25 0.59 0.92 0.30

PP+CPPb 0.65 0.61 0.44 0.35 0.84 0.46 1.33 0.47

AE DKHc 0.47 0.47 0.32 0.28 0.45 0.27 0.81 0.24

AE DKHd 0.44 0.44 0.41 0.41 0.43 0.20 0.80 0.19

AE DKHe 0.49 0.52 0.44 0.45 0.42 0.27 0.75 0.24
aRef 12; SO corrections of this work were added. b 4f-in-core PP+CPP
results.18 cThis work using the proposed Ln basis sets and X TZVPP
basis sets, MOLPRO. dThis work using the Ln basis sets of ref 12 and X
TZVP basis sets, ORCA. eThis work using the proposed Ln basis sets
and X TZVP basis sets, ORCA.
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energies rounded to 1 kcal/mol (∼0.04 eV) by using a thermo-
dynamic cycle. He estimated the data to be accurate within
(5 kcal/mol ((0.22 eV) if only experimental values enter and
(10 kcal/mol ((0.44 eV) if one value had to be estimated. In
view of these uncertainties, we neglected zero-point vibration
corrections, which only amount to about 0.10, 0.06, 0.04, and 0.03
eV for LnF3, LnCl3, LnBr3, and LnI3, respectively.

26 Note that in
the present calculations, no symmetry restrictions were imposed,
and the lowest-energy KS determinant was searched for by
applying rotations between occupied and empty 4f orbitals. In
order to have a unbiased comparison, we performed analogous
calculations with the basis sets of Pantazis andNeese and the ones
proposed here. From the data for the heavier trihalides, i.e., LnBr3
and LnI3, it is obvious that SO corrections improve the results
significantly. It further can be seen that the overall quality of the
results obtained with the proposed basis sets is similar to the one
for the SARC basis sets.
It has to be noted, however, that since the applied DFT does

not yield exact results, good performance may also partly be due
to error compensations. Assuming a completely ionic electronic
structure Ln3+(F�)3 with a 4fn (n = 0�14 for La�Lu) sub-
configuration on the lanthanide, onemay expect that errors in the
first three lanthanide ionization potentials as well as the halogen
electron affinity directly affect the results. Aside from the
performance of the PBE0 functional, the basis set errors occur-
ring, e.g., at the HF level, have to be considered. Whereas the
errors in the halogen electron affinities affect equally the results
for the present and the SARC basis sets, those in the sum of the
first three lanthanide ionization potentials might lead to devia-
tions. We note that the SARC basis sets yield somewhat larger
errors (MAD 0.15 eV, maximum deviation 0.28 eV) than the
present basis sets (MAD 0.03 eV, maximum deviation 0.08 eV).
Table 9 compares the DKH2 PBE0 LnX3 atomization energies

obtained with the proposed basis sets to the values obtained with
the SARC basis of Pantazis and Neese.12 Both sets produce very
similar trends along the lanthanide series with a MAD of about
0.1 eV.
SO contributions to the atomization energies have been

neglected in most of the previous work. The atomic and
molecular SO total energy lowerings, however, can be substantial
and usually do not cancel, as is obvious from the data compiled in
Table 10. The molecular SO total energy contributions are very
similar to the Ln3+ atomic energy lowerings, thus supporting
models based on an ionic Ln3+(X�)3 charge distribution. The
results compiled in Table 10 are in disagreement with corre-
sponding data derived by Adamo and Maldivi42 for LnX3 (Ln =
La, Lu) fromAEDFT calculations using the ADF package. These
authors report strong stabilizations of LaF3 and LuF3 by 1.23 and
1.17 eV, respectively, due to SO contributions. It is not clear how
the closed-shell molecules can be stabilized with respect to the
open-shell separated atoms. On the other hand, for LaI3 and
LuI3, a destabilization by 0.35 and 0.90 eV, respectively, due to
SO effects was reported, which is at least in qualitative agreement
with the present results. Still, it is unclear why the magnitude of
the destabilization is so different for the twomolecules, where the
major contribution should arise from the three I atoms, whereas
the much smaller contributions of the Ln atoms agree within
0.1 eV.
Finally, the basis set superposition error (BSSE) has to be

considered. Corresponding corrections can be estimated accord-
ing to the Boys and Bernardi counterpoise scheme69 by calculat-
ing the atomic energies used for the evaluation of the atomization

energies in the atomic and molecular basis sets. Taking the
ytterbium trihalides as examples, one obtains with theMOLPRO
code at the PBE0 level for the Yb basis set proposed here
reductions of the atomization energies of 0.10, 0.09, 0.10, and

Table 9. LnX3 Atomization Energies (eV) from Spin-Free AE
DKH2 PBE0 Calculations Using the Ln (23s16p12d6f)/-
[18s12p9d3f] Basis Sets Proposed in This Work As Well As
the Corresponding SARC Basis Sets12 Together with F
(11s6p1d)/[6s3p1d], Cl (14s9p1d)/[8s4p1d], Br
(17s13p7d)/[10s8p3d], and I (19s15p10d)/[12s10p6d]
Basis Sets (Denoted by TZVP in the ORCA Basis Set Library)
for the Halides

LnF3 LnCl3 LnBr3 LnI3

Ln this work SARC this work SARC this work SARC this work SARC

La 19.86 19.71 15.78 15.66 14.30 14.17 12.43 12.32

Ce 19.77 19.80 15.67 15.70 14.20 14.22 12.31 12.34

Pr 18.76 19.05 14.66 14.96 13.18 13.45 11.28 11.57

Nd 18.09 18.32 14.08 14.30 12.58 12.80 10.70 10.92

Pm 17.75 17.93 13.71 13.89 12.22 12.40 10.35 10.53

Sm 16.64 16.80 12.62 12.78 11.14 11.31 9.32 9.48

Eu 15.66 15.79 11.63 11.77 10.19 10.33 8.53 8.65

Gd 19.16 19.16 15.20 15.22 13.69 13.71 11.81 11.83

Tb 18.89 18.91 14.89 14.92 13.38 13.41 11.49 11.52

Dy 18.04 17.99 14.02 14.00 12.51 12.47 10.60 10.58

Ho 17.74 17.67 13.75 13.72 12.23 12.18 10.33 10.30

Er 17.79 17.70 13.78 13.74 12.27 12.21 10.37 10.33

Tm 16.83 16.73 12.84 12.77 11.33 11.25 9.40 9.37

Yb 15.95 15.83 11.94 11.87 10.42 10.34 8.53 8.48

Lu 19.30 19.28 15.28 15.37 13.77 13.81 11.85 11.92

MAD 0.11 0.10 0.10 0.09

Table 10. Atomic and Molecular Total Energy Lowerings
(eV) Due to Spin-Orbit Interaction As Calculated from AE
DKH2 Calculations Applying the Breit�Pauli�Hamiltonian
in First-Order Perturbation Theory Based on Hartree�Fock
Results

Ln Ln3+ LnF3 LnCl3 LnBr3 LnI3

La �0.11 0.00 0.00 0.00 0.00 0.00

Ce �0.08 �0.16 �0.14 �0.15 �0.15 �0.15

Pr �0.29 �0.28 �0.27 �0.28 �0.28 �0.28

Nd �0.34 �0.38 �0.36 �0.37 �0.37 �0.37

Pm �0.34 �0.44 �0.41 �0.43 �0.43 �0.43

Sm �0.26 �0.41 �0.39 �0.40 �0.40 �0.40

Eu 0.00 �0.32 �0.23 �0.26 �0.26 �0.27

Gd �0.15 0.00 0.00 0.00 0.00 0.00

Tb �0.52 �0.34 �0.31 �0.32 �0.32 �0.29

Dy �0.69 �0.62 �0.61 �0.61 �0.61 �0.61

Ho �0.76 �0.82 �0.81 �0.81 �0.81 �0.81

Er �0.70 �0.89 �0.89 �0.89 �0.89 �0.89

Tm �0.46 �0.81 �0.81 �0.81 �0.81 �0.81

Yb 0.00 �0.51 �0.52 �0.53 �0.53 �0.53

Lu �0.20 0.00 0.00 0.00 0.00 0.00

F Cl Br I

�0.02 �0.04 �0.15 �0.32
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0.11 eV for YbF3, YbCl3, YbBr3, and YbI3, respectively, when
TZVP basis sets are applied for the halogen atoms and all
calculations are performed without symmetry restrictions using
the molecular grid. The corresponding corrections are slightly
smaller for the Yb SARC basis set of Pantazis andNeese; i.e., they
amount to 0.07, 0.05, 0.05, and 0.07 eV, respectively. The
corrections for the basis sets proposed here decrease upon the
addition of a diffuse f function; e.g., for YbF3, a value of 0.05 eV is
obtained, whereas the addition of diffuse s, p, or d functions does
not lead to significant changes.
An alternative to the evaluation of the atomization energies

with respect to the neutral atoms is a corresponding evaluation
with respect to the ions Ln3+ and X�. Taking YbBr3 as an
example, one obtains counterpoise corrections of 0.26 and 0.47
eV for the basis sets proposed here and the SARC sets of Pantazis
and Neese, respectively. These large values almost exclusively
arise from the contributions of the Br� ions, whereas the Yb3+ ion
contributes at most 0.01 eV for both lanthanide basis sets. The
larger BSSE found for the SARC basis sets is due to the presence
of the more diffuse functions than in the basis sets pre-
sented here.
In comparison to other errors of the calculations associated

with the use of DFT, as well as the uncertainties of the
experimental data, the relatively small BSSE found in the
atomization energies calculated with respect to the neutral atoms
is tolerable. For example, the atomic reference energies of the
neutral halogen atoms in the atomic basis set were obtained by
restricting the basis sets to the angular symmetries of the
occupied shells, i.e., sp for F and Cl and spd for Br and I. By
including the higher angular momentum functions used in the
molecular calculations, i.e., d for F and Cl as well as f for Br and I,
and allowing for symmetry breaking, lower total atomic energies
are obtained. The energy lowerings by 0.07, 0.09, 0.04, and
0.05 eV for F, Cl, Br, and I, respectively, due to symmetry breaking
are also automatically included in the atomic calculations per-
formed in the molecular basis. Such contributions to the atomiza-
tion energies arising from all three halogen atoms in a lanthanide
trihalide are clearly larger than the BSSE corrections discussed
above, which were therefore not evaluated for the final results
compiled in Table 11. Note that corresponding energy lowerings
would also arise for Ln atoms with open 4f and/or 5d shells.
The mean absolute deviations of the AE DKH PBE0 results

from the experimental values of the atomization energies are
largest for LnF3 (0.47 eV) and very similar and about only half as
large for the other trihalides LnCl3 (0.28 eV), LnBr3 (0.27 eV),
and LnI3 (0.24 eV), cf. Table 11. The mean unsigned relative
errors are almost identical, i.e., 2.7, 2.0, 2.3, and 2.5% for LnF3,
LnCl3, LnBr3, and LnI3, respectively. It is interesting to see that
the mean absolute deviation of the four LnX3 (X = F, Cl, Br, I)
systems is for Eu (0.85 eV) more than twice as large as for any
other lanthanide element Ln. The lowest mean absolute devia-
tions occur for Gd (0.06 eV) and La (0.09 eV), whereas the
values for the other elements range between 0.19 and 0.38 eV.
This again might indicate that the description of Eu compounds
at the DFT level is relatively poor, which was already obvious
from the Eu�I bond distance (vide supra). In LaX3, CeX3, GdX3,
and LuX3, the 4f occupation in the neutral atom is identical to the
one in the trihalide molecule, i.e., the differential correlation
contributions in the atomization energies should be small. In the
case of Ce (0.27 eV), some problems may arise from the fact that
the actual 4f15d16s2 1G4 ground state cannot be described at the
DFT level and the higher 3F state had to be chosen as a reference,

whereas for Lu the larger deviations (0.37 eV) cannot be
explained. We note however that large-scale AE DKHCCSD(T)
calculations yielded without and with the counterpoise correc-
tion of the BSSE an atomization energy of 20.75 and 19.79 eV,
respectively.41 After adding SO corrections, the latter value
reduces to 18.63 eV, which is much closer to the experimental
value of 18.43 eV, i.e., about 18.53 eV after subtracting the
zero-point vibration energy, compared to the SO-corrected AE
DKH PBE0 result of 19.28 eV. These results for the relatively
simple case of LuF3 may point to some deficiencies of the
PBE0 functional, which are not only present for open-4f-
shell cases.
3.3. Conclusions. Segmented contracted lanthanide basis sets

of modest size to be used in connection with the Douglas�
Kroll�Hess second-order relativistic Hamiltonian and prefer-
ably density functional theory have been presented. The basis
sets provide lower total energies than the previously proposed
SARC basis sets of the same size and contraction pattern, and
they give a more faithful description of electronic states with
different valence occupations. Despite their slightly less diffuse
outermost functions, they yield satisfactory results in molecular
test calculations on the lanthanide trihalides. It was found that the
one-center approximation for the evaluation of Douglas�Kroll�
Hess second-order relativistic contributions leads on the average
to 0.02 Å too short bond distances for the lanthanide triiodides.
In addition, the single reference density functional theory
description leads for some molecules to noticeable distortions
from the ideal C3v and D3h geometries. Due to the uncertainties
in the experimental reference data, a more rigorous calibration of
the results of the present study has to wait for higher level ab

Table 11. LnX3 Atomization Energies (eV) from AE DKH
PBE0 Calculations Using the Extended Ln (23s16p12d6f)/
[18s12p9d3f] Basis Sets Proposed in This Work, Relativisti-
cally Contracted F (11s6p2d1f)/[6s3p2d1f], Cl (14s9p2d1f)/
[8s4p2d1f], Br (17s13p8d1f)/[10s8p4d1f], and I
(19s15p11d2f)/[12s10p7d2f] Basis Sets for the Halides
(Denoted TZVPP in the ORCA Basis Set Library), in Com-
parison to Experimental Values (exptl.)68a

LnF3 LnCl3 LnBr3 LnI3

Ln this work exptl. this work exptl. this work exptl. this work exptl.

La 19.94 19.86 15.83 15.87 13.80 13.70 11.41 11.28

Ce 20.09 20.08 15.98 15.57 13.93 13.57 11.54 11.19

Pr 19.00 19.08 14.87 15.22 12.82 13.18 10.42 10.58

Nd 18.30 19.04 14.26 14.48 12.22 12.62 9.80 9.93

Pm 18.12 14.08 12.03 9.64

Sm 16.97 17.30 12.91 13.23 10.92 11.10 8.57 9.06

Eu 16.09 17.22 12.06 13.05 10.08 10.80 7.89 8.46

Gd 19.19 19.21 15.22 15.13 13.16 13.05 10.76 10.80

Tb 18.86 18.99 14.87 15.13 12.80 12.88 10.37 10.67

Dy 18.01 17.35 13.92 14.18 11.85 11.84 9.44 9.67

Ho 17.98 17.22 14.06 14.31 11.98 11.75 9.57 9.37

Er 18.19 17.22 14.19 14.31 11.96 12.14 9.70 9.93

Tm 17.39 17.04 13.39 13.66 11.30 11.10 8.91 8.98

Yb 16.56 16.05 12.67 12.40 10.46 10.06 8.19 7.85

Lu 19.28 18.43 15.29 15.18 13.21 12.79 10.78 10.67

MAD 0.47 0.28 0.27 0.24
a Spin-orbit corrections have been applied to the theoretical results.
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initio calculations using larger basis sets and also including
spin�orbit effects.

’ASSOCIATED CONTENT

bS Supporting Information. Listings of segmented con-
tracted basis sets aswell as even-tempered basis sets used to generate
the Hartree�Fock-limit reference data. Structural and energetic
information on all 60 lanthanide trihalides obtained with various
basis sets at the density functional theory level. This material is
available free of charge via the Internet at http://pubs.acs.org.
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ABSTRACT: An empirical potential based on permanent atomic multipoles and atomic induced dipoles is reported for alkanes,
alcohols, amines, sulfides, aldehydes, carboxylic acids, amides, aromatics, and other small organic molecules. Permanent atomic
multipole moments through quadrupole moments have been derived from gas phase ab initiomolecular orbital calculations. The van
der Waals parameters are obtained by fitting to gas phase homodimer QM energies and structures, as well as experimental densities
and heats of vaporization of neat liquids. As a validation, the hydrogen bonding energies and structures of gas phase heterodimers
with water are evaluated using the resulting potential. For 32 homo- and heterodimers, the association energy agrees with ab initio
results to within 0.4 kcal/mol. The RMS deviation of the hydrogen bond distance from QM optimized geometry is less than 0.06 Å.
In addition, liquid self-diffusion and static dielectric constants computed from a molecular dynamics simulation are consistent with
experimental values. The force field is also used to compute the solvation free energy of 27 compounds not included in the
parametrization process, with a RMS error of 0.69 kcal/mol. The results obtained in this study suggest that the AMOEBA force field
performs well across different environments and phases. The key algorithms involved in the electrostatic model and a protocol for
developing parameters are detailed to facilitate extension to additional molecular systems.

’ INTRODUCTION

Organic molecules are the basic constituents of biology and
material science. Modeling studies involving organic compounds
are widely used in many areas such as physical chemistry, bio-
logical structure and function, and nanotechnology. Progress in
quantum chemistry and the availability of fast computers has
empowered the routine study of small molecules with high levels
of ab initio theory and large basis sets. However, first principles
statistical thermodynamics sampling techniques are still not
practical for use with most high-level QM methods. Thus,
molecular modeling based on empirical potentials is widely used
for theoretical inquiries into microscopic and macroscopic
phenomena across chemistry and biology. Atom-based force
field models such as MM3,1 AMBER,2 CHARMM,3 OPLS,4

and GROMOS5 have been developed for a wide range of organic
compounds and biomacromolcules. These models describe
electrostatic interactions with fixed point charges on atoms and
treat van der Waals interactions via Lennard-Jones potentials or
other simple functions. Numerous studies have shown that many
of the physical properties and structures of organic molecules can
be adequately reproduced with current fixed charge force fields.
Increases in computing power have enabled the simulation of
larger molecular systems and more precise investigation of their
properties. However, there are acknowledged shortcomings of
the current generation of fixed charge potentials. They assume
the atomic charges derived from training systems are approxi-
mately transferable to systems in different chemical environ-
ments. Explicit accounting of many-body effects is required for a
general potential to capture the electrostatic response to different

molecular environments: homo- or heterogeneous, low or high
dielectric, nonpolar or highly polarizable.

Polarization effects were initially used in the description of
molecular refractivity and other chemical phenomena nearly
100 years ago.6 Early in the era of modern computational chem-
istry, polarization was applied to the study of enzymatic reac-
tions7 and incorporated into prototype molecular dynamics
algorithms.8 Recently, there have been increasing efforts toward
developing polarizable force fields for molecular simulation,
based on a variety of empirical models for induction, such as
classical induced dipoles,2,9�22

fluctuating charges,23�30 and Drude
oscillators.9,31�35 Detailed discussions of the various polarization
models can be found in recent reviews of polarizable force field
development.36�40 The performance of different approaches in
accounting for polarization has been compared in the study of ion
and small molecule interactions.41,42 The modeling of neat
organic liquids, including alcohols, acids, amides, and aromatics,
has also been reported using polarizable potentials.11,22,35,43�50

Restriction to fixed atomic point charges constrains the flexibility
of a model in representing the electrostatic potential around a
molecule51,52 and thus limits the accuracy of the treatment of
molecular interactions. Improvement can be achieved by adding
extra charge sites, typically at bond centers or lone pair positions.
For example, the TIPxP series of water models, TIP3P,53 TIP4P,53

and TIP5P,54 adopts increasing numbers of charge sites. Re-
cently, the extra site approach was introduced into a Drude

Received: May 2, 2011
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oscillator-based polarizable model as a way to address the aniso-
tropy in atomic charge distribution due to lone pair electrons.50

Alternatively, one can directly incorporate higher order mo-
ments, such as dipole and quadrupole moments, at the atomic
centers to improve the representation of the charge distribution.
The convergence advantage of using multipoles distributed over
atomic sites, as opposed to a single molecule-centered set of
moments, has been discussed in the literature.55,56 Over two
decades ago, Buckingham and Fowler57,58 were the first to
apply distributed multipole moments to structural modeling
of small molecule complexes. Their proposed intermolecular
potential, consisting of hard sphere repulsion and atomic
multipole-based electrostatics, was able to reproduce a number
of experimental equilibrium geometries and orientational pre-
ferences. Recently, coarse-grained potentials with point multi-
poles have been used successfully in modeling hydrogen-bonded
molecular liquids.59,60

The AMOEBA (Atomic Multipole Optimized Energetics for
Biomolecular Applications) force field was initially developed
for water.18,20 The current study reports the extension of the
AMOEBA model to organic compounds including alkanes,
alcohols, amines, sulfides, aldehydes, carboxylic acids, amides,
and aromatics. A cornerstone of the AMOEBA force field is an
improved electrostatic potential based on atomic multipoles and
classical induced dipole moments. The atomic multipole mo-
ments are obtained from high-level ab initio calculations on gas
phase monomers. An empirical atomic dipole induction model
describes the many-body polarization effects important in clus-
ters and condensed phase environments. A small, consistent set
of atomic polarizability parameters is used to treat intermolecular
polarization as well as intramolecular polarization between func-
tional group fragments. van der Waals (vdW) parameters are
refined via gas-phase homodimer molecular orbital calculations
and molecular dynamics simulation of liquid properties. Addi-
tional gas-phase and liquid-phase computations, including hy-
drogen bonding in gas-phase heterodimers, the dielectric and
diffusion constants of neat liquids, and hydration free energies of
organic compounds have been utilized to validate the resulting
force field.

’METHODS

Potential Energy Model. The interaction energy among
atoms is expressed as

U ¼ Ubond þ Uangle þ Ub�a þ Uoop þ Utorsion

þ UvdW þ Uperm
ele þ U ind

ele ð1Þ
where the first five terms describe the short-range valence
interactions: bond stretching, angle bending, bond�angle cross
term, out-of-plane bending, and torsional rotation. The last three
terms are the nonbonded interactions: van derWaals, permanent
electrostatic, and induced electrostatic contributions. The indi-
vidual terms for these interactions have been described in detail
in a previous publication.61 Some additional methodology, intro-
duced to treat electrostatic polarization in molecular systems
beyond water, will be detailed below. Polarization effects in
AMOEBA are treated via Thole’s interactive induction model
that utilizes distributed atomic polarizability.62,63 According to
this interactive induction scheme, induced dipoles produced at
the atomic centers mutually polarize all other sites. A damping
function is used at short-range to eliminate the polarization

catastrophe and results in correct anisotropy of the molecular
response (i.e., diagonal components of the molecular polariz-
ability tensor) starting from isotropic atomic polarizabilities.
Thole damping is achieved by screening of pairwise atomic
multipole interactions and is equivalent to replacing a point
multipole moment with a smeared charge distribution.13 The
damping function for charges is given by

F ¼ 3a
4π

expð � au3Þ ð2Þ

where u = rij/(αiαj)
1/6 is the effective distance as a function of

interatomic distance rij and the atomic polarizabilities of atoms
i (αi) and j (αj). The coefficient a is the dimensionless width of the
smeared charge distribution and controls the damping strength.
The corresponding damping functions for charge, dipole, and
quadrupole interactions were reported previously.18

The Thole model is able to reproduce the molecular polariz-
ability tensors of numerous small molecules with reasonable
accuracy using only element-based isotropic atomic polarizabil-
ities and a single value for the damping factor.62 In our water
study, it was discovered that the dependence of molecular
polarizability on the damping coefficient is weak, but the polariza-
tion energy is much more sensitive to the strength of damping.
After fitting the interaction energies of a series of small water
clusters, we have chosen a universal damping factor of a = 0.39,
rather than the value of 0.572 suggested by Thole. We adopt the
atomic polarizabilities (Å3) as originally given by Thole, i.e.,
1.334 for carbon, 0.496 for hydrogen, 1.073 for nitrogen, and
0.837 for oxygen. The only exception is for aromatic carbon and
hydrogen atoms, where we found that the use of larger values
greatly improves the molecular polarizability tensor of benzene
and polycyclic aromatics. The AMOEBA values for atomic
polarizability are given in Table 1. In addition, formetal dications,
we have found it necessary to use stronger damping (a < 0.39) to
better represent the electric field around the ions.21,61,64

Intramolecular Polarization. For a large molecule such as a
multifunctional organic or a biopolymer, polarization arises not
only from the electric field of other molecules but also from distal
portions of the same molecule. It is crucial to describe the intra-
and the intermolecular response in a consistent manner. In prior
work, we investigated the effect of intramolecular polarization on
the conformational dependence of the electrostatic potential
surrounding a dipeptide.15 As observed by others,65 the electro-
static parameters derived for alanine dipeptide vary significantly
depending upon the conformation used to derive the values.
A simple average over multipole moments obtained from a set
of conformers does not transfer well between conformers,
i.e., gives poor electrostatic potentials on different conformers.
Furthermore, when short-range polarization between bonded
atoms is ignored, use of intramolecular polarization yields only
marginal improvement over current nonpolarizable potentials.
To overcome this problem, a group based intramolecular polar-
ization scheme has been devised.15 The “groups” are typically
functional groups with limited conformational degrees of free-
dom, such as an amide group or phenyl ring. In this scheme, the
permanent atomic multipoles (PAM) polarize between, and not
within, groups. For a small molecule consisting of a single polariza-
tion group, such as water or ammonia, permanent atomic multipoles
do not polarize sites within the same molecule, while “mutual”
induction occurs among all polarizable sites as described above.This
design offers a clear connection between the treatment of small
molecules and that of the analogous fragments inside a larger
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molecule, thereby facilitating the transfer of PAM values from
small model compounds to larger species such as polypeptides
and nucleic acids.
We use Distributed Multipole Analysis66 (DMA) to extract

atomic multipoles from ab initio calculations. Starting from the
DMA atomic multipoles for an arbitrary conformer of a model
compound, Mi

DMA, one can derive the intrinsic “permanent”
atomic multipole moments, Mi, that satisfy

MDMA
i ¼ Mi þ μi ð3Þ

where μi is the dipole induced by intramolecular polarization by
Mi The Mi are obtained by substituting μi from eq 4 below into
the preceding equation. This approach allows derivation of
conformation-independent atomic multipole parameters for
larger organic compounds with multiple polarization groups. A
local coordinate frame is defined at each atomic site and used to
rotate atomic multipole moments as neighboring atoms move
during structure manipulation. As shown in Figure 1, three types

of local frames are sufficient to handle essentially all situations
arising in organic chemistry.
Polarization Energy. Formally, the induced dipole vector on

any polarizable site i can be expressed as

μindi ¼ αið∑
j 6¼i

T1
ijMj þ ∑

k 6¼i

T11
ik MkÞ ð4Þ

and the associated energy is

U ind
ele ¼ � 1

2∑i
ðμindi ÞTEi ð5Þ

where Tij
1[r1,r2,r3, etc.] is a 3 � 13 matrix with rl+m+n =

∂
l/∂xl ∂m/∂ym ∂

n/∂zn representing the second through fourth
rows of the multipole�multipole interaction matrix Tij (see
Appendix, eq A2). Tij

11 = rik
2 is a 3 � 3 submatrix consisting

of elements in Tij
1 corresponding to the dipole moments. As

discussed above, the atomic polarizability is isotropic. Therefore,
the off-diagonal elements of the tensor, αi, are all zero, and the

Table 1. vdW Parameters and Atomic Polarizabilities for AMOEBA Atom Classes

atom description R0 (Å) ε (kcal/mol) polarizability (Å3)

C alkane (CH3� or �CH2�) 3.820 0.101 1.334

H alkane (CH3�) 2.960 0.024 (0.92) 0.496

H alkane (�CH2�) 2.980 0.024 (0.94) 0.496

C alkane (�CH<) 3.650 0.101 1.334

H alkane (�CH<) 2.980 0.024 (0.94) 0.496

O hydroxyl (water, alcohol) 3.405 0.110 0.837

H hydroxyl (water, alcohol) 2.665 0.0135 (0.91) 0.496

O carbonyl (aldehyde, amide, acid) 3.300 0.112 0.837

H acid (HO) 2.665 0.0150 (0.91) 0.496

C carbonyl (aldehyde, amide, acid) 3.820 0.106 1.334

C aromatic carbon 3.800 0.091 1.750

H aromatic (HC) 2.980 0.026 (0.92) 0.696

N amine nitrogen (ammonia, amine) 3.710 0.105 1.073

H amine (HN) 2.700 0.020 (0.91) 0.496

N amide nitrogen 3.710 0.110 1.073

H amide (HN) 2.590 0.022 (0.90) 0.496

S sulfur 4.005 0.355 2.800

H sulfhydryl (HS) 2.770 0.024 (0.96) 0.496

Figure 1. Local coordinate frame definitions for atomic multipole sites. (a) The Z-then-X frame is used for general sites and, with the addition of a third
orthogonal y axis, can treat chiral centers. Themajority of AMOEBAmultipole sites are defined using this local frame. (b) The Bisector frame is useful for
molecules with 2-fold local symmetry or pseudosymmetry, such as water and aliphatic methylene carbon atoms. (c) The Z-Bisector frame is used for sites
such as the sulfur atom of dimethylsulfoxide, which have a distinct primary (“Z”) axis and symmetry or pseudosymmetry along a secondary direction.
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three diagonal elements take the same scalar value. The factor of
1/2 is a result of the induction cost for the formation of induced
dipoles.
In eq 4, the first term inside the parentheses on the right-hand

side is the “direct” electric field, E, due to permanent multipoles
outside the polarization group of atom i (index j). The second
term corresponds to “mutual” induction by all induced dipoles
(index k). Thus, direct induction due to permanent multipoles only
occurs between groups, while mutual polarization between induced
dipoles involves every atom pair. When computing energies, as
opposed to induced dipoles, the scaling of 1�2, 1�3, and other
local interactions is applied to permanent and polarized electro-
static terms as with other molecular mechanics models. In
addition, dipole induction is damped at short-range to avoid
the “polarization catastrophe”, and damping is applied consis-
tently to the induced field, energy, and force. For convenience,
scaling and damping is assumed to be implicitly included with the
T matrix elements in the present discussion.
The set of induced dipole equations is solved iteratively to

obtain the final dipole values. The convergence is accelerated via
a successive over-relaxation (SOR) procedure.67

μiðn þ 1Þ ¼ ð1�ωÞ μiðnÞ
þ ω½μið0Þ þ αi ∑

fkg
T11
ik μkðnÞ� ð6Þ

where μi(0) = αi∑ Tij
1Mj is the “direct” induced dipole moment

generated by the permanent field. The default ω value is 0.7,
while for the case ω = 1, eq 6 reduces to eq 4.
Energy Gradient and Ewald Summation. The energy gra-

dient due to permanent multipole moments, including force and
torque components, was derived by Smith for a standard Ewald
summation.68 We have previously reported the AMOEBA Ewald
force, torque, and virial arising from dipole induction in water
systems.18 Note that the pairwise direct (non-Ewald) formula
can be obtained by replacing the real-space screening factor B(r)
with the corresponding function of 1/r18,68 and vice versa. The
torque components are converted to atomic forces on the
relevant frame-defining atoms in our implementation. It is also
possible to derive the analytical forces corresponding to the
torques directly via an infinitesimal rotation,69 or by taking the
derivative of the rotation matrix.70 When evaluating the energy
derivative directly, the additional chain rule terms due to the local
frame rotation matrices are equivalent to the forces converted by
means of the torque implementation. In the Appendix, we
provide a derivation of the polarization energy gradient, with a
focus on terms arising from intramolecular polarization.
The Ewald real-space interactions need to be modified to

accommodate short-range scaling of electrostatics and damping
of dipole induction as mentioned above. To scale the interaction
between an atom pair, a term (fscale � 1) U0 is added to the total
Ewald energy, where U0 is the full (non-Ewald) interaction
between the pair, and the scaling factor, fscale, ranges from 0 to
1. Analogous approaches are used in computing forces, fields, and
torques.
Particle-mesh Ewald (PME) for point multipoles69 has been

implemented in the TINKER and AMBER/PMEMD software
packages. PME significantly improves the computational effi-
ciency as its cost scales as N log N, where N is the number of
particles. The addition of dipole and quadrupole moments to the
PME method roughly doubles the computational expense versus
point charge only models. Calculation of induced dipoles can be

time-consuming with the simple iterative solution method,
depending upon the level of SCF convergence required. Alter-
native fast predictive induced dipole schemes have been sug-
gested.71,72 Acceleration via extended Lagrangian methods has
been reported for induced dipole polarization73�75 and is under
investigation for the AMOEBA model.
A standard Ewald summation implies the use of “tinfoil”

boundary conditions, corresponding to a system immersed in a
conducting dielectric environment (i.e., ε =∞). It is possible to
include a boundary correction to the Ewald energy if other
environments, such as insulating boundary conditions, are de-
sired. For a cubic box, the correction term is a function of the total
cell dipole moment, while for other system shapes the analytical
form is difficult to derive.76,77 Note that the energy obtained via
Ewald summation is equivalent to the energy obtained using an
infinitely long atom-based cutoff for the same periodic system.
However, group-based cutoffs are often applied to preserve local
charge neutrality. When using group cutoffs, the energy asymp-
totically approaches a different value from atom cutoffs as the
cutoff length increases. The difference between the two energies
is exactly equal to the above boundary correction term. This
suggests that care must be taken if cutoffmethods are applied to a
system containing multipoles since the dipole and higher order
moments are intrinsically group based.
Parameterization. The atomic polarizabilities are listed for

each AMOEBA atom type in Table 1. The values are the same as
those derived by Thole62 except for aromatic carbon and hydrogen
atoms, which have been systematically refined using a series of
aromatic systems, including a small carbon nanotube (see Table 3).
Themolecular polarizabilities computed using the current model
are compared to experimental values for selected compounds in
Table 2. Reducing the damping factor from Thole’s original value
of 0.567 to AMOEBA’s 0.39 is critical to correctly reproducing
water cluster energetics.18 On the other hand, AMOEBA’s
greater damping leads to a slight systematic underestimation of
molecular polarizabilities. However, given the simplicity of the
model, the agreement is generally satisfactory for both average
polarizabilities and their anisotropies. As described above, polar-
ization groups are defined for purposes of treating intramolecular
polarization. Typically, a functional group is treated as a single
polarization group. For example, methylamine is a group by itself,
while ethylamine has two groups: �CH2NH2 and CH3�. The
groups are specified in AMOEBA parameter files in the following
format: “polarize A α 0.39 B C”, where α is the polarizability for
atom type A, 0.39 is the damping coefficient in eq 2, and B and C
are possible bonded atom types that belong to the same polar-
ization group as atom type A.
The permanent atomic multipoles were derived for each

molecule from ab initio QM calculations. Ab initio geometry
optimization and a subsequent single-point energy evaluation
were performed at theMP2/6-311G(1d,1p) level using Gaussian
03.78 For small molecules with less than six heavy atoms,
Distributed Multipole Analysis (DMA v1.279) was used to com-
pute the atomic multipole moments in the global frame using the
density matrix from the QM calculation. Next, the TINKER
POLEDIT program rotates the atomic multipoles into a local
frame and extracts Thole-based intramolecular polarization to
produce permanent atomic multipole (PAM) parameters. Thus,
when the AMOEBA polarization model is applied to the perma-
nent atomic moments, the original ab initio derived DMA is
recovered. Finally, the POTENTIAL program from the TINKER
package is used to optimize the permanent atomic multipole
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parameters by fitting to the electrostatic potential on a grid of
points outside the vdW envelope of the molecule. The reference
potential for the fitting step is typically derived from a single
point calculation at the MP2/aug-cc-pVTZ level. Only a partial
optimization to the potential grid is used to keep the atomic
moments close to their DMA-derived values while still providing
an improved molecular potential. The fitting approach is also
useful for molecules containing symmetry-averaged atoms of the
same atomic multipole type. In this case, simple arithmetic
averaging would degrade the quality of the PAM. For example,
in dimethyl- or trimethylamine, all of the methyl hydrogen atoms
are indistinguishable and adopt the same atom type. The DMA
multipole values for these atoms are somewhat different due their
nonequivalence in any single conformation, and PAM derived by

simple averaging would lead to a large error in the molecular
dipole moment. The potential-optimized PAM, where methyl
hydrogens are constrained to adopt equivalent values, will
reproduce almost exactly both the ab initio potential and the
molecular multipole moments. Our standard procedure is to use
a molecular potential grid consisting of a 2 Å shell beginning 1 Å
out from the vdWsurface. TheDMAmonopole values are generally
fixed during the potential fitting procedure.
This electrostatic parametrization protocol is particularly impor-

tant for larger molecules and for molecules with high symmetry.
It is known that the original DMA approach tends to give
“unphysical” multipole values for large molecules when diffuse
functions are included in the basis set even though the resulting
electrostatic potential is correct. A recent modification of DMA80

has been put forward to address this issue. However, in our
hands, the multipoles from the modified scheme seem less
transferable between conformations. The above protocol allows
derivation of PAM corresponding to larger basis sets than would
be practical with the original DMA method. Note that this
procedure is different from restrained potential fits commonly
used to fit fixed atomic chargemodels, as the starting DMAvalues
are already quite reasonable and the fitting can be considered as a
small perturbation biased toward the larger basis set potential.
The overall procedure has been extensively tested in a small
molecule hydration study81 and will be used in future AMOEBA
parameterization efforts.
Empirical vdW parameters were determined by fitting to both

gas and liquid phase properties. The gas phase properties include
homodimer binding energy (BSSE corrected) and structure from
ab initio calculations at the MP2/aug-cc-pVTZ level or above.
Liquid properties include experimental density and the heat of
vaporization of neat liquids. The vdW parameters were first
estimated by comparing the structure and energy of the AMOE-
BA-optimized dimer with ab initio results and then fine-tuned to

Table 3. Molecular Polarizability (Å3) of Aromatic Systemsa

a Experimental data are taken from Table 8 of Applequist.148

Table 2. Comparison of Experimental and Computed
Molecular Polarizabilities (Å3)a

αavg αx αy αz

methane AMOEBA 2.48 2.48 2.48 2.48

Thole 2.55 2.55 2.55 2.55

exptl 2.62 2.62 2.62 2.62

ethane 4.25 4.66 4.05 4.05

4.46 4.93 4.24 4.24

4.48 4.99 4.22 4.22

propane 6.01 6.75 5.78 5.51

6.29 7.18 5.98 5.68

6.38 7.66 5.74 5.74

formaldehyde 2.44 2.77 2.55 2.01

2.54 3.07 2.70 1.86

2.45 2.76 2.76 1.83

formamide 3.65 4.32 3.87 2.74

3.79 4.86 4.04 2.50

4.08 (4.22) 5.24 (αy+αz = 7.01)

acetamide 5.43 6.26 5.72 4.30

5.71 6.70 6.30 4.13

5.67 6.70 (αy+αz = 10.3)

methanol 3.19 3.61 3.02 2.93

3.35 3.92 3.13 2.99

3.32 (3.26) 4.09 3.23 2.65

ethanol 4.94 5.44 4.84 4.54

5.08 5.76 4.98 4.50

5.26 (5.13) 6.39 4.82 4.55

propanol 6.73 7.63 6.53 6.03

7.21 8.42 6.89 6.30

6.97 (6.96)

NH3 1.92 2.07 2.07 1.62

1.95 2.17 2.17 1.52

2.22

dimethylether 4.99 5.92 4.55 4.52

5.24 6.55 4.58 4.57

5.24 6.38 4.94 4.39

benzene 9.68 11.42 11.42 6.20

9.71 11.70 11.70 5.72

9.01 (10.44) 11.03 11.03 4.97
a Experimental data are taken from Tables 5 and 6 of Applequist et al.146

Where available, more recent experimental values for αavg from Bosque
and Sales147 are reported in parentheses.
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reproduce the experimental liquid density and heat of vaporiza-
tion via molecular dynamics simulation. Additional homodimers
at alternative configurations, heterodimers with water, and liquid
properties were computed post facto for the purpose of validation.
A more generic force field atom classification for vdW param-
eters was enforced to ensure transferability. Table 1 lists the
common vdW atom classes used by AMOEBA, together with the
corresponding vdW parameters and polarizabilities. The vdW
atom classes are also used to define parameters for all of the
valence potential energy terms. The parameters for bonded
terms, initially transferred from MM3, are optimized to repro-
duce ab initio geometries and vibration frequencies. In the final
parametrization step, after all other parameters are fixed, tor-
sional parameters are obtained by fitting to ab initio conforma-
tional energy profiles at the MP2/6-311++(2d,2p) level of
theory.

’COMPUTATION DETAILS

All force field calculations were carried out using the TINKER
molecular modeling package.82 The ab initio molecular orbital
calculations were performed using Gaussian 03.78 AMOEBA
energy minimization of gas phase dimers was performed to
achieve a RMS gradient of 0.01 kcal/mol/Å per atom. For bulk
phase simulations, Particle Mesh Ewald was applied to treat the
long-range electrostatic interactions, with a 9 Å real-space cutoff.
A 12 Å switched cutoff is used for vdW interactions. Crystal
minimizations were terminated when the gradient fell below 0.1
kcal/mol/Å per degree of freedom (atomic coordinates and cell
parameters). The periodic box for neat liquid simulation systems
was a cube approximately 20 Å on a side. A 2 ns NVT simulation
was performed for each neat liquid, with an integration time step
of 1 fs and the density set to the experimental value. A Berendsen
thermostat was used to control the temperature.83 The average
pressure, heat of vaporization, anddiffusion constantwere calculated
from the trajectories using the same formula reported for water.18

Starting from the final configuration of each NVT run, NPT
simulations of 2 ns were performed and used to compute average
densities. NPT simulations of up to 6 ns were used to estimate
the dielectric constants for selected compounds. NPT simula-
tions used the Berendsen barostat with a relaxation time τ of 5 ps
to control pressure.83 Solvation free energies were computed
using the same free energy perturbation procedure reported
previously.84 The hydration free energy of each small molecule
was calculated by summing up free energies for three thermo-
dynamic cycle steps: solute discharging in a vacuum, solute vdW
coupling with a solvent (water), and solute recharging in water.
Charging steps were performed over seven windows, and vdW
coupling steps were performed in 16 windows. A softcore
modifcation of the buffered-14�7 function was used in the
vdW coupling.84 Samples of solutes in a vacuum were collected
every 0.5 ps from 10 ns stochastic dynamics simulations with an
integration time step of 0.1 fs. Condensed phase simulations
were run for 1 ns under NVT in 850 water molecules as the
solvent, with the system density fixed at 1.000 g cm�3. Snapshots
were saved every 0.5 ps for free energy evaluation. Induced
dipoles are converged to a RMS change of 0.00001 D per step for
simulations in a vacuum and 0.01 D in bulk simulations. Free
energy was calculated by re-evaluating the energy from the saved
MD snapshots with the induce dipoles converged to 0.00001 D
RMS. The Bennett Acceptance Ratio (BAR) method85 was used
to estimate the free energy change between neighboring steps.

The TINKER VIBRATE program was used for normal mode
calculations, implemented via diagonalization of the mass-weighted
Hessian matrix of Cartesian second derivatives.

’RESULTS AND DISCUSSION

Gas Phase Calculations. In conventional fixed charge force
fields, atomic partial charges are often “pre-polarized” to match
those in the liquid state by empirical scaling of ab initio charges
from the gas phase. In contrast, the electrostatics parameters in
AMOEBA are derived from high-level ab initio calculations in the
gas phase, and electronic polarization by the environment is
accounted for explicitly. Homodimer association energies and
equilibrium geometries in the gas phase were used in conjunction
with the condensed-phase properties to obtain vdW parameters
for alkanes, aromatics, amines, alcohols, amides, and sulfides.
Additional local minima corresponding to heterodimers with a
water molecule, as hydrogen bond donor and acceptor, were
utilized to further validate the parameters.
Intramolecular Interactions.The intramolecular valence para-

meters for AMOEBA were initially transferred from MM3.1

These values were already known to perform satisfactorily in
terms of producing reasonable equilibrium molecular geome-
tries. We have further optimized the bond, angle, and other
valence parameters against the ab initio equilibrium structures
and vibration frequencies. As an illustration, the vibration frequen-
cies of methanol, ethanol, propanol, dimethylether, and phenol
(total of 117 data points) calculated using the final AMOEBA
parameters are compared with MP2/6-311++G(2d,2p) data in
Figure 2, where excellent agreement between AMOEBA andQM
is seen to result from the parameter optimization. The average
absolute vibration frequency error is 27.17 cm�1, with a root-
mean-square error (RMSE) of 33.77 cm�1. The inclusion of a
stretch�bend cross term is critical to the quality of the vibration
frequencies. Examples of conformational energy are given in
Figure 3 for butane, methanol, phenol, ethylamine, and ethyl-
sulfide. The AMOEBA intramolecular nonbonded interactions,
plus a standard torsional energy contribution computed via a

Figure 2. The comparison of gas-phase vibration frequencies calculated
via MP2/6-311++G(2d,2p) and the AMOEBA force field. The signed
average error is�9.59 cm�1; the unsigned average error is 27.17 cm�1.
The RMSE is 33.77 cm�1. Molecules included are methanol, ethanol,
propanol, dimethylether, and phenol.
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traditional three-term Fourier expansion, reproduce the ab initio
conformational energy very well for these and other organic
compounds. Table 4 gives the relative conformational energies
(kcal/mol) of n-butane.
Intermolecular Interactions. The equilibrium geometry and

association energy of 32 homo- and heterodimers of alkanes,
amides, alcohols, amines, sulfides, and aromatics have been
computed. Results are reported in Table 5. For homodimers,
the global minima have been utilized in the parametrization
process, with vdW parameters adjusted further on the basis of
liquid properties (see below). The results reported here are
computed using the final AMOEBA parameter values. In addi-
tion, heterodimers with a water molecule serve as a test of the
transferability of the model. The parameters of the water model
were as reported previously.18 In Table 5, the dimer equilibrium
geometries and association energies from AMOEBA and MP2/
aug-cc-pVTZ, with and without basis set superimposition error
(BSSE) correction, are compared. The excellent correlation
(R2 = 0.99) of the AMOEBA energy with BSSE corrected ab initio
QM association energy is shown in Figure 4. Across the 32 dimer
pairs, the average unsigned error in AMOEBA association energy
is 0.31 kcal/mol with a RMSE of 0.38 kcal/mol. The AMOEBA
association energy is calculated from the AMOBEA-optimized
dimer structures, which are also in good agreement with ab initio
structures, as indicated by the hydrogen bond distance and angle

comparison in Table 5. In comparison to the aug-cc-pVTZ dimer
geometry, AMOEBA gives a 0.056 Å RMSE in hydrogen bond
lengths and 9.53� in angle values. Recently, Faver et al.86

compared AMOEBA results for a series of dimer interaction
energies. They found AMOEBA energies to be in better agree-
ment with high-level QM results than the GAFF and MMFF
force fields as well as many lower-level QM protocols. The
CHARMM fluctuating charge force field, another systematically
derived polarizable force field, reported a 0.19 Å RMSE in
hydrogen bond distance and 0.98 kcal/mol in dimerization
energy for a series of solute�water complexes when compared
to DFT results.29 Harder et al. reported good agreement on
NMA�water dimer energies with MP2/6-311+G(3df,2p) using
a Drude oscillator base polarizable force field.34

In addition to the global minimum structures discussed above,
several additional local minima for the dimers of formamide,
DMF, NMA�water, ammonia, and benzene have been investi-
gated using AMOEBA. These calculations provide an additional
check of the potential energy surface beyond the global energy basin.
Hydrogen Bond Directionality. One of the most important

interactions in organic molecules, and one that molecular me-
chanics methods should model accurately, is the hydrogen bond.
Classical molecular orbital arguments describe the directional
dependence of hydrogen bonding as a balance between electro-
statics and charge transfer.87 Since the mid-1980s,88 most poten-
tials for biological simulation have used simple Coulombic
interactions to describe hydrogen bonds, while some organic
force fields have incorporated special directionally dependent
terms.89 Recently, a new energy decomposition analysis of the
water dimer based on absolutely localized molecular orbitals
(ALMOs) by theHead-Gordon group suggested that the water�
water interaction is largely due to electrostatics and polarization,
with only minimal formal charge transfer.90 In Figure 5, we
compare AMOEBA results for the directionality of the formal-
dehyde�water hydrogen bond with those from MP2/aug-cc-
pVTZ calculations and the fixed partial atomic charge-based
OPLS-AA force field. For the planar hydrogen bonded struc-
tures, both AMOEBA and ab initio calculations yield minima at
an acceptor angle near 120� with the linear structure lying about
1.5 kcal/mol higher in energy. This is in rough agreement with
statistical distributions compiled from small molecule X-ray
structures.91 For OPLS-AA and other fixed partial charge models
such as Amber and CHARMM (data not shown), there is very
little angular dependence of the energy for a broad range of
values centered at 180�. In AMOEBA, the quadrupole value on
the carbonyl oxygen plays a major role in favoring the nonlinear
configuration. A recently reported NEMO potential for formal-
dehyde provides independent evidence for the importance of
local quadrupole moments.92 Models based entirely on atomic
charges (or atomic dipoles) are unable to break the symmetry
along the CdO axis in order to provide a more favorable electro-
static potential at the “lone pair” angles. While the directional
dependence of atomic charge models can be improved by
including additional charges at lone pair93 or π-cloud sites,94

this is not a general solution and may not adequately address
nonstandard hydrogen bonds.95,96

Amides. Ab initio studies of a series of formamide and dimethyl-
formamide dimers have been reported previously97,98 and are
compared with our own quantum calculations and AMOEBA
results in Table 6. In earlier work, we reported the inter- and
intramolecular electrostaticmodels forNMA and alanine dipeptide,15

Figure 3. Relative conformational energies with respect to specific
torsions. Solid line, MP2/6-311++G(2d,2p); symbols, AMOEBA.
RMSEs between AMOEBA and QM results: butane CCCC, 0.14
kcal/mol; methanol HCOH, 0.016 kcal/mol; phenol CCOH, 0.069
kcal/mol; ethylamine CCNH, 0.014 kcal/mol; ethylsulfide CCSH,
0.031 kcal/mol.

Table 4. Relative Conformational Energies (kcal/mol) of
n-Butane

AMOEBA ab initioa experimentalb

anti 0.00 0.00 0.00

syn 5.61 5.50 3.95

gauche 0.51 0.62 0.67

120� 3.55 3.31 3.62
aRef 149. bRef 150.
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as well as free energy calculations of ion solvation in liquid
formamide.99

The six formamide dimer configurations investigated here are
similar to those found by Vargas et al.97 The global minimum is a
cyclic configuration where two O 3 3 3H hydrogen bonds con-
strain the dimer to form an 8-membered ring. The hydrogen
bonding structure and distance in this dimer were used to adjust
vdW parameters for carbonyl oxygen and amide hydrogen, while
liquid simulations of a series of amides were utilized to fine-tune
vdW parameters for the amide C, O, N, and H atoms simulta-
neously. As shown in Table 6, the six formamide dimer config-
urations optimized using MP2/aug-cc-pVDZ and AMOEBA are
in excellent agreement, with an average RMSE of ∼0.1 Å in
atomic coordinates.
For comparison, association energies were computed using

AMOEBA and at theMP2/aug-cc-pVQZ level (forMP2/aug-cc-
pVDZ optimized geometries) for each configuration. At this level
of ab initio theory, the BSSE correction is about 0.6 kcal/mol for

dimer A. Sponer and Hobza98 have shown that the association
energy is well converged between the MP2/aug-cc-pVQZ and
MP2/cc-pV5Z levels. At the MP2/aug-cc-pVTZ level, the asso-
ciation energy of dimer A is about 0.5 kcal/mol less negative than
that obtained with the aug-cc-pVQZ basis set. Agreement
between the ab initio and AMOEBA association energies for all
six dimer configurations is 0.32 ( 0.22 kcal/mol.
These same dimers, especially the cyclic structure A, have been

widely investigated using various ab initio methods, including
CCSD(T)/CBS.98,100,101 Both association and binding energies
have been reported. The association energy is defined as the
energy to separate the dimer without relaxing the monomer
geometry, while the binding energy refers to the energy of the
dimer relative to those of fully relaxed monomers. The difference
between the two, i.e., the deformation energy upon binding, is
reasonably small except for the cyclic dimer A. Our calculations
suggest a deformation energy per molecule in dimer A of 0.8
kcal/mol at the MP2/aug-cc-pVQZ level. Moving from the

Table 5. Gas Phase Dimer Equilibrium Structure and Binding Energy from QM and AMOEBA

bond dist (Å)a/angle (degree)b binding energy (kcal/mol)

dimer MP2/aug-cc-pVDZ AMOEBA MP2/aug-cc-pVTZc BSSE corrected AMOEBA

methane�water 3.49/86.90 3.48/84.90 �1.18 �0.92 �1.21

methane�methane 4.01/179.96 3.93/165.00 �0.52 �0.36 �0.53

methanol�WDd 2.84/165.73 2.83/174.14 �6.10 �5.51 �5.85

methanol�WAe 2.90/177.05 2.99/178.30 �5.30 �4.78 �4.77

methanol�methanol 2.85/167.78,179.80f 2.88/179.42 �6.33 �5.26 �5.66

Ethanol-WD 2.84/161.12 2.87/175.48 �6.32 �5.70 �5.65

ethanol�WA 2.91/177.12 2.93/179.81 �5.27 �4.71 �4.67

ethanol�ethanol 2.86/166.46 2.89/167.63 �6.43 �5.62 �5.80

isopropanol�WD 2.84/161.68 2.89/168.37 �6.85 �6.11 �5.87

isopropanol�WA 2.92/177.72 2.89/176.15 �5.47 �4.85 �5.28

dimethylether�WD 2.81/159.96 2.84/174.51 �6.68 �5.93 �6.28

phenol�WD 3.01/163.55 2.94/167.73 �4.78 �3.98 �4.58

phenol�WA 2.84/176.64 2.88/176.95 �7.45 �6.71 �6.32

p-cresol�WD 3.00/162.90 2.92/167.62 �4.91 �4.14 �4.79

p-cresol�WA 2.85/176.76 2.88/176.85 �7.28 �6.55 �6.46

H2S�WD 3.49/164.81 3.36/170.65 �3.35 �2.89 �3.48

H2S�-WA 3.54/176.38 3.60/173.92 �3.04 �2.70 �2.78

H2S�H2S 4.09/172.62 4.04/167.90 �2.18 �1.81 �2.09

methylsulfide�WD 3.33/150.58 3.28/164.20 �4.94 �4.34 �4.84

methylsulfide�WA 3.57/170.47 3.62/176.74 �2.73 �2.38 �2.52

dimethylsulfide�WD 3.25/150.17 3.23/166.87 �6.07 �5.36 �5.19

methylamine�WD 2.86/162.25 2.86/175.87 �8.09 �7.45 �8.46

methylamine�methylamine 3.16/153.85 3.20/157.57 �4.74 �4.14 �4.09

ethylamine�WD 2.87/162.09 2.91/173.27 �8.17 �7.49 �7.57

imidazole�WA 2.87/160.21 2.93/177.67 �8.34 �7.05 �7.68

indole�WA 2.96/179.99 3.04/171.55 �6.52 �5.78 �5.58

ethylsulfide�WD 3.32/151.03 3.23/165.79 �5.52 �4.84 �5.46

ethylsulfide�WA 3.57/168.35 3.66/172.76 �2.69 �2.33 �2.10

methylethylsulfide�WD 3.24/151.66 3.20/168.66 �6.46 �5.68 �5.78

formamide�WD 1.91/99.52 1.86/115.00 �7.32 �6.75 �6.94

formamide�formamide 1.84/174.28 1,87/176.92 �16.86 �15.62 �16.00

NMA�WD 1.85/165.32 1.82/172.52 �8.71 �7.98 �8.38
aHeavy atom distance in the hydrogen bond, link O�O or O�N. bHydrogen bond angle N(O)�H 3 3 3N(O) except for methane. c Single point with
MP2/aug-cc-pVTZ after structural optimization with MP2/aug-cc-pVDZ. dWD denotes water as the hydrogen bond donor in dimer structure. eWA
denotes water as the hydrogen bond acceptor in the dimer structure. fMP2/6-31+G* optimization result.
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equilibrium geometry of monomeric formamide to that in dimer
A, the CdO bond elongates and the amide C�N bond becomes
shorter, similar to the changes observed for amides upon moving
from the gas to the liquid phase. The strong orbital delocalization
favored by dimer A leads to changes in bond order, and the large
deformation energy observed is not correctly described by the
classical description of bond stretching and angle bending used
by AMOEBA. In the force field calculations, the changes in the
bond lengths are in the correct direction; however, the magni-
tudes are less than those observed in ab initio results. Thus, the
AMOEBA deformation energy for dimer A is only 0.2 kcal/mol
per molecule. Similar problems exist in the treatment of general
conjugated, π-bonded systems. One possible solution, as imple-
mented for the MM3 model,102 involves using a simple VESCF

molecular orbital calculation to reassign bond orders on the fly.
In the current work, we omit such MO-based corrections and
attempt to compromise between agreement with the gas phase
dissociation energies and reproduction of liquid phase thermo-
dynamics, structure ,and dynamics.
The dimethylformamide dimer provides an additional valida-

tion of the amide vdW parameters. Ab initio results, including
binding energy and dimer structures at equilibrium, were re-
ported by Vargas et al.95 A comparison between AMOEBA and
the ab initio results is made in Table 6. It should be noted that the
BSSE corrections at the MP2/aug-cc-pVTZ level are almost 2
kcal/mol for dimers A and B, and more than 3 kcal/mol for
dimers C and D. Overall, the AMOEBA results closely follow the
BSSE corrected ab initio values.
Furthermore, three configurations ofN-methylacetamide (NMA)

complexed with a single water molecule have been identified as
minima by MP2/6-31+G* energy minimization, similar to those

Table 6. Gas Phase Dimer Association Energy (kcal/mol)
and Structure (Å) from ab Initio and AMOEBA Calculations
of Multiple Configurations

ab initio QM AMOEBA struct. RMSEa

formamideb

A (cyc) �16.1, �16.1,c �15.96d �16.0 0.03

B (s1) �10.6 �10.3 0.05

C (np3) �8.2 �8.9 0.07

D (np1) �7.2 �7.5 0.23

E (s2) �6.9 �7.3 0.04

F (HT) �5.4 �5.5 0.08

DMFe w/o BSSE w/BSSE

A �6.95 �5.35 �5.01 0.08

B �5.82 �4.14 �5.62 0.08

C �11.41 �8.34 �7.39 0.26

D �12.11 �8.90 �8.25 0.15

NMA�waterf

A �8.07 �8.34 0.14

B �8.01 �8.13 0.05

C �5.18 �5.22 0.13

NH3
b

linear 3.03 3.20 0.14

asymmetrical 3.07 3.21 0.17

benzeneg

T �2.57h �2.74i �2.16 0.10

TT �2.66 NA �2.61 0.15

PD �2.49 �2.78 �2.80 0.04

S �1.51 �1.81 �2.05 0.13
aThis study. RMS deviations between the AMOBEA and MP2/aug-cc-
pVDZ optimized dimer structures; methyl hydrogen atoms excluded.
bData from this study. MP2/aug-cc-pVQZ with BSSE correction. cRef
97. Geometry optimized at the MP2/aug-cc-pVTZ level. The binding
energy was reported, which was adjusted to an association energy based
on a deformation energy of 1.6 kcal/mol total. dRef 101. CCSD(T)/CBS
results for association energy. eRef 97.MP2/aug-cc-pVTZ. fData from this
study. MP2/aug-cc-pVTZ with BSSE correction. gBenzene dimer struc-
tures: T-shaped (T), T-shaped tilted (TT), parallel displaced (PD), and
parallel sandwich (S). hRef 109. DFT-D structures and association energy
from CCSD(T)2|T 70% results. iRef 108. Estimated CCSD(T)/CBS.

Figure 4. Comparison of dimer binding energies given by BSSE-
corrected QM results and AMOEBA calculations. A total of 32 dimer
structures are included, with a signed error of 0.22 kcal/mol, unsigned
error of 0.31 kcal/mol, and RMSE of 0.38 kcal/mol.

Figure 5. Association energy for the hydrogen bonded formaldehyde�
water dimer as a function of the H 3 3 3OdC angle. OPLS-AA/TIP3P is
an OPLS-AA model for formaldehyde with a TIP3P water molecule. All
energies are for structures fully optimizedwith a constrainedH 3 3 3OdC
angle and with all atoms lying in a plane. The curves shown are
interpolated from discrete calculations performed with each of the three
methods at angle intervals of 5�15�.
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reported previously.29 The association energies were evaluated at
the MP2/aug-cc-pVTZ level. In two of the minima, water is the
hydrogendonor,while in the third thewater oxygen atom is hydrogen
bonded to the NMA amide hydrogen. In Table 6, the association
energy and equilibrium structure given byAMOEBA are shown to be
in excellent agreementwith ab initio results for all three configurations.
Amines, Alcohols, and Acids. Among the stationary point

structures of the ammonia dimer explored in the literature,103,104

the so-called “linear” configuration is found to be a trueminimum
by both AMOEBA and ab initio optimization. A comparison of
energies and geometries is given in Table 6. Analogous to AMOE-
BA water,18 the quadrupole components of the ammonia N and
H atoms are scaled downward by 40%. The scaling of quadrupole
moments has no effect on the molecular dipole moment but is
necessary for producing correct dimer equilibrium structures
(i.e., “flap angles”) in the case of both water and ammonia,
possibly due to the limited basis set used in the PAM derivation
or the lack of quadrupole polarization in the AMOEBA model.
For ammonia, we have chosen a quadrupole scaling factor of 0.6,
which yields a reduced molecular quadrupole moment (Qzz =
2.46 au) in close agreement with available experimental values of
2.42( 0.04 au105 and 2.45( 0.30 au.106,107 For consistency, we
have similarly scaled the atomic quadrupole moments of the
�NH and �OH groups in amines and alcohols so they are
comparable to those of water and ammonia. AMOEBA-predicted
methylamine and methanol dimer structures and energies are
compared to corresponding ab initio results in Table 6. Results
from liquid simulations are also satisfactory, as shown in the next
section on condensed-phase simulations.
For both aldehydes and acids, the vdW parameters of the

carbonyl group are transferred from amides, as given in Table 1.
A number of dimer configurations for formic acid have been
investigated using both AMOEBA and ab initio methods. In
Table 7, we note that the deformation energy upon binding is
1.4 kcal/mol for formic acid configurationA (even higher than that
of formamide), while in other configurations it is only a fraction
of a kilocalorie per mole. This suggests a very strong electron
delocalization in the cyclic configuration of dimer A. The BSSE
from ab initio binding calculation using MP2/aug-cc-pVQZ at
the MP2/aug-cc-pVTZ minimum geometry is 0.8 kcal/mol for
dimer A. Deformation energies under the AMOEBA model are
close to 0.1 kcal/mol, as expected.
Benzene and Other Aromatics. Benzene dimers have been

widely studied in recent years using very high-level ab initio
quantum mechanics.108�111 A comparison between AMOEBA

and QM results on four dominant stationary benzene dimer
configurations is shown in Table 6. Overall agreement for the
structure and energy is satisfactory, although AMOEBA selects
the PD (parallel-displaced) structure as the global minimum
while QM favors the TT (T-shaped tilted) configuration. As has
been noted, the potential energy surface of the benzene dimer is
extremely shallow.109 According to AMOEBA, the two T-shaped
dimers (T and TT) are transition state structures rather than true
minima, as indicated by negative eigenvalues of the Hessian
matrix. Many QM calculations impose symmetry and/or do not
minimize completely, so it is not yet clear which structures are
true minima on high-level ab initio surfaces.
The polarizability of various aromatics and a carbon nanotube

section were calculated using AMOEBA with an atomic polariz-
ability of 1.75 Å3 for C and 0.696 Å3 for H. The carbon nanotube
studied is an “armchair” configuration made of three units of
(3,3) structure. DFT calculations of molecular polarizability were
performed using geometries optimized at the HF/6-31G* level.
Many combinations of carbon and hydrogen atomic polarizabil-
ities are able to reproduce the benzene molecular polarizability
quite reasonably. However, upon comparing the molecular
polarizabilities of a series of aromatic compounds, it is found
that aromatic atomic polarizabilities for carbon and hydrogen
must be increased from aliphatic values (see Table 3).
Condensed Phase Simulations. Density and Heat of Vapor-

ization. The experimental density and heat of vaporization of a
series of neat organic liquids were used to optimize vdW
parameters. To enforce transferability, sets of compounds shar-
ing the same atom types (Table 1) were parametrized together
with compounds from different functional group families. This
simultaneous parametrization helps to maintain the chemical
consistency among different elements and functional groups.
Liquid phase MD simulations were used to sample virial-based
pressure values from NVT ensembles, and at the same time the
heat of vaporization was computed from these trajectories. For
liquids with low compressibility, such as water (5.1 � 10�5 per
bar at 273 K), a pressure of 200 atm corresponds roughly to a 1%
change in density. Thus, a reasonable target for molecules under
AMOEBA was taken as an average pressure within the range
1 ( 200 atm, while keeping the heat of vaporization within
(0.5 kcal/mol of the experimental result. See Figure 6 for a com-
parison of heat of vaporizations (kcal/mol) from experimental
results and from liquid simulations with AMOEBA.

Table 7. Formic Acid Gas Phase Dimer Energy (kcal/mol)
and Structure (Å) from ab Initio and AMOEBA Calculations

ab initio QMa AMOEBA struct

Eassoc Ebind Eassoc RMSE

A �18.6 �15.8 15.9 0.05

B �10.3 �9.6 �9.7 0.04

C �6.7 �6.1 �6.5 0.03

D �3.4 �3.2 �3.5 0.06

E �2.4 �2.2 �2.5 0.03

F �4.4 �4.2 �4.4 0.05
aMP2/aug-cc-pVQZ energy at the MP2/aug-cc-pVDZ optimized geo-
metry. Configurations A�F are analogous to those in Table 6 for the
formamide dimer.

Figure 6. Comparison of heat of vaporizations (kcal/mol) from
experimental results and from liquid simulations with AMOEBA.
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In Table 8, the results from liquid simulations are compared
with experimental results. The overall RMSE in the heat of
vaporization is 0.23 kcal/mol for the 37 compounds listed. The
largest error of 0.9 kcal/mol was observed for acetamide at 494 K.
The average pressure from the NVT simulations of all 37
compounds is 39( 124 atm, and the RMSE from the experimental

value (1 atm) is 131 atm. This pressure deviation corresponds to
a less than 1% change in density for most of these liquids.
Selected NPT simulations were performed to confirm the
density estimates. For liquid ammonia, we obtained an average
pressure of 146 atm from the NVT simulation at the experi-
mental density 0.682 g cm�3, while a correspondingNPT trajectory
at 1 atm gave an average density of 0.676 g cm�3 (relative error
0.8%). For formic acid, the liquid expanded slightly from 1.218
to 1.200 g cm�3 when the pressure changed from 163 to 1 atm
(1.5%). For methanol, the density increased by 0.3% from the
0.786 g cm�3 experimental value in the NPT simulation, while
the NVT simulation produced an average pressure of �40 atm.
The largest error is for the NVT pressure of 349 atm for
dimethylacetamide (DMA), resulting in a density decrease of
2.2% from 0.936 to 0.915 in the NPT simulation. The statistical
error in the pressure, estimated using a block average approach, is
on the order of 50 atm, while the statistical error in the heat of
vaporization is negligible. For liquid hydrogen sulfide, the heat of
vaporization values calculated at four different temperatures are
in excellent agreement with experimental values, as shown in
Table 9.
The overall performance on neat liquid properties seems

slightly better than for fixed charge potentials such as OPLS-
AA4 and COMPASS.112,113 Density and heat of vaporization are
explicit targets in the AMOEBA force field optimization and
development, as they are in nearly all force field models intended
for bulk simulation. However, it should be kept in mind that gas-
phase cluster properties computed using the same AMOEBA
parameter set are also in good agreement with ab initio MP2
results. The error in heat of vaporization for 14 organic liquids
given by the CHARMM fluctuating charge force field was about 1
kcal/mol, which is somewhat greater than the fixed charge
CHARMM force field.29 Other polarizable force fields, including
Drude-oscillator34,35 and PIPF models,22 have reported an accuracy
comparable to AMOEBA for selected molecules.
Dielectric and Diffusion Constants. Dielectric constants and

diffusion constants were computed for selected compounds and
are comparedwithavailable experimentalmeasurements inFigures7
and 8 (see also Table 10). For both static dielectric and self-
diffusion constants, the overall agreement between AMOEBA
and experiment values is satisfactory. Static dielectric constants
were computed numerically from the cell dipole moment
fluctuations and generally required multiple nanoseconds of
simulation time to achieve convergence. Dielectric constants of
individual liquids have been reported previously from fixed
charge and polarizable force field simulations. Among the common
fixed-charge water models, TIP5P54 reproduces the experimental
static dielectric constant accurately, while other TIPxP,53,114

SPC,115 and SPC/E116 models give values that are either far
too low or much too high.54,117 There seems to be no obvious
correlation between the molecular electric moments and the

Table 8. Heat of Vaporization (kcal/mol) and Pressure from
NVT Simulations of Neat Liquidsa

Eliq Egas ΔHsim ΔHexptl Psim T Fexptl

water �9.02 0.90 10.51 10.49b �61 298.2 0.997b

MeOH �3.57 4.90 9.06 8.95c �40 298.2 0.786c

EtOH �3.73 5.80 10.12 10.11c �40 298.2 0.785c

n-PrOH �1.41 9.26 11.26 11.31c �42 298.2 0.800c

i-PrOH �2.68 8.07 11.34 10.88c �21 298.2 0.781c

NH3 �2.89 2.17 5.54 5.58e 146 239.8 0.682e

MeNH2 �2.89 2.67 6.09 6.17f 177 266.9 0.694g

EtNH2 1.94 8.24 6.88 6.70h �46 289.7 0.687i

PrNH2 4.24 11.53 7.89 7.47b �184 298.2 0.711j

di-Me amine 3.73 9.45 6.28 6.33k �97 280.0 0.671i

tri-Me amine 15.88 20.95 5.62 5.48l �231 276.0 0.653i

formic acid �16.04 �5.17 11.46 11.13m 163 298.2 1.214c

acetic acid �22.88 �10.91 12.56 12.49d 8 298.2 1.044n

formaldehyde �3.47 1.41 5.38 5.54b,o �65 254.0 0.812b,o

acetaldehyde �6.73 �1.15 6.16 6.09b,o 184 293.2 0.783b,o

di-Me ether 3.00 7.39 4.89 5.14b,o �62 248.3 0.736b,o

H2S �3.28 0.67 4.38 4.39p �12 220.2 0.934p

MeSH �2.95 2.40 5.91 5.87q 180 280.0 0.891r

EtSH 2.00 7.90 6.49 6.58d 109 298.1 0.833s

di-MeS 0.15 6.14 6.58 6.61c 28 298.2 0.842t

di-MeS2 �7.39 1.54 9.53 9.18d �15 298.2 1.057s

MeEtS 0.98 7.97 7.58 7.61c 20 298.2 0.837s

benzene 10.90 18.38 8.07 8.09u,v 96 298.0 0.874u,v

toluene 3.79 12.20 9.01 9.09b 142 298.2 0.865b

phenol �5.87 7.22 13.68 13.82c �52 298.2 1.058c

phenol �4.44 8.14 13.22 13.36b,o 270 323.0 1.050b,o

ethylbenzene 10.68 20.17 10.08 10.10b 93 294.0 0.863b

cresol �2.98 11.27 14.87 14.77w 173 313.2 1.019b

formamide �17.96 �4.00 14.55 14.70x �18 298.2 1.129y

N-MeForm �12.57 0.54 13.71 13.43o 52 298.2 1.005o

di-MeForm �5.86 5.04 11.49 11.21b,o �129 298.2 0.944b,o

di-MeForm �2.36 7.28 10.38 10.40z 107 373.2 0.873aa,bb,cc

acetamide �18.88 �4.92 14.70 14.23w 6 373.0 0.984w

acetamide �13.87 �2.42 12.43 13.30w 198 494.2 0.867w

N-MeAcet �13.33 �0.62 13.44 13.30dd 30 373.2 0.894dd

di-MeAcet �8.78 2.16 11.53 11.75c 349 298.2 0.936c

methane �0.86 1.00 2.08 1.95u,v 293 111.0 0.424u,v

ethane 1.81 4.86 3.42 3.52u,v 98 184.0 0.546u,v

propane 5.24 9.21 4.43 4.49u,v 19 230.0 0.581u,v

a E is the potential energy in kcal/mol. ΔH is the heat of vaporization in
kcal/mol, calculated as ΔH = Egas � Eliq + RT. P is pressure in
atmospheres. T is temperature in Kelvin. F is density in g cm�3. bRef
151. cRef 152. dRef 153. eRef 154. fRef 155. gRef 156. hRef 157. iRef
158. jRef 159. kRef 160. lRef 161. mRef 162. nRef 163. oRef 164. pRef
165. qRef 166. rRef 167. sRef 168. tRef 169. uRef 170. vRef 171. wRef
172. xRef 173. yRef 174. zRef 175. aaRef 176. bbRef 177. ccRef 178.
ddRef 179.

Table 9. Comparison of Hydrogen Sulfide Liquid Properties
from Experimental Results165 and AMOEBA Simulation
Results

T (K) Eliq Egas ΔHexpt ΔHsim Pexpt Psim Fexpt

220.2 �3.28 0.67 4.39 4.38 1.441 �12 0.934

239.7 �3.00 0.73 4.19 4.20 3.326 54 0.902

252.4 �2.82 0.76 4.03 4.08 5.321 83 0.878

281.2 �2.39 0.85 3.63 3.80 12.969 163 0.816
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ability to reproduce the dielectric constant in the series of TIPxP
models. Nonetheless, the adoption of five sites in TIP5P clearly
has an effect on electrostatic interactions, as reflected in the water
dimer energy surface and an increased tendency to form tetra-
hedral structure in the bulk.54 Both the polarizable AMOEBA
and the Drude oscillator model33 can accurately reproduce the
dielectric constant for water. Formamide has a high dielectric
constant of 105. An early calculation usingOPLS reported a value
of 59 for formamide, while for DMF the computed value of 32
was in reasonable agreement with the experiment value of 37.118

In the current study, the dielectric constant of formamide is
slightly underestimated by AMOEBA at 98. The dielectric
constant given by the recent CHARMM Drude oscillator model
was somewhat too low as well. It was suggested that the static

dielectric constant of NMA has a strong dependence on its
average dipole moment, and a 0.2 D drop in the dipole moment
lowered the dielectric constant by 30.34 However, the induced
dipole-based PIPF model overestimated the dielectric constant
for NMA by 50% even though its liquid molecular dipole
moment (5.0 D) is lower than that of a Drude model (5.7 D).
The average NMA dipole according to AMOEBA is 5.5 D.
Therefore, the dependence of the dielectric constant on the
molecular dipole moment may only hold for a given, specific
model. Dielectric constants of small alcohols are generally in the
20�30 range. The dielectric constant of methanol was repro-
duced accurately by a polarizable force field,49 whereas a fixed
charge potential underestimated the ethanol dielectric constant.119

These results suggest that it is difficult for the classical models to
capture the static dielectric constant without explicit incorpora-
tion of polarization effects.
For self-diffusion coefficients, there seems to be a systematic

underestimation by the AMOEBAmodel, although the errors for
water, ethanol, NMA, TMA, and benzene are insignificant. The
polarizable Drude oscillator model also reported reasonable
diffusion coefficients for benzene and toluene.35 It was noticed
by the early developers of polarizable force fields43 that polariza-
tion slowed diffusion in neat liquids significantly compared to the
fixed charge counterparts. For water, most of the fixed charge
models overestimate the diffusion coefficient by as much as a
factor of 2,120 with TIP5P and SPC/E116 being notable excep-
tions. On the hand other hand, the diffusion coefficients given by
the CHARMM FQ model are very similar to fixed charge
CHARMM22, with random errors in both directions.29 Radial
distribution functions for methanol and ammonia are compared
to those derived from neutron scattering experiments in
Figure 9�11. AMOEBA gives a more dominant first peak in
the O�H RDF for liquid methanol, corresponding to the
hydrogen bonding of the hydroxyl group, than that inferred from
the experiment.121 A previous CPMD study has also suggested a
similar peak height at about 3.3.122 For weakly hydrogen-bonded
ammonia, the “experimental” radial distribution function123 given

Figure 7. Dielectric constants from AMOEBA liquid MD simulations.
The squares with vertical error bars are values computed from MD
simulations. The filled bars are experimental values.

Figure 8. Comparison of diffusion constants from experimental mea-
surement and MD simulations using AMOEBA. Diffusion constant data
( � 10�9 m/s): dimethylformamide, Dsim = 0.92, Dexptl = 1.63, ref 186;
ammonia, Dsim = 5.0, Dexptl = 5.5, ref 188; trimethylamine, Dsim = 4.4,
Dexptl = 4.7 (273K), ref 189; methylamine, Dsim = 3.8, Dexptl = 4.5
interpolated from ref 189; methanol, Dsim = 1.9, Dexptl = 2.4, ref 190.

Table 10. Static Dielectric Constant and Self-Diffusion
Coefficient (�10�9 m2 s�1)a

dielectric constant self-diffusion

T (K) exptl. AMOEBA exptl. AMOEBA

water 298.2 78.4b 81.0 (3.1) 2.3h 2.1

formamide 298.2 105.0c 84 (293 K)d 97.8 (12.3)

DMF 298.2 1.6i 0.9

NMA 308.2 170.0d 153 (15.0) 1.2j 1.0

ammonia 240.0 22.0d 28.6 (3.0) 5.5k 5.0

methylamine 266.9 10.5e 16.7 (215 K)b 15.8 (0.6) 4.5l 3.8

dimethylamine 280.0 6.0d 7.3 (0.5)

trimethyamine 276.0 2.4b 1.9 (0.4) 4.7l 4.4

methanol 298.2 33.0b 38.0 (5.8) 2.4m 1.9

ethanol 298.2 24.3f,g 22.1 (5.6) 1.1h 0.8

acetamide 373.2 59 (355 K)d 52.4 (6.6)

benzene 298.2 2.3b 1.1 (0.5) 2.2n 2.2
aThe uncertainty of the calculated static dielectric constant is given in
the parentheses. The uncertainty in self-diffusion constants is less than
0.1 � 10�9 m2 s�1. bRef 151. cRef 180. dRef 181. eRef 182. fRef 183.
gRef 184. hRef 185. iRef 186. jRef 187. kRefs 186 and 188. lRef 189.
mRef 190. nRef 191.
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in Figure 11 was derived for molecular centers from X-ray
scattering assuming spherical symmetry. A more recent neutron
diffraction experiment124 and first principle calculations125 have
argued that the shoulder at 3.7 A in the early X-ray results may be
artifactual, in agreement with our simulation.
Crystal Structures. The crystal structures of formamide, acet-

amide, acetic acid, imidazole, and 1H-indole-3-carboxaldehyde
have been examined using the AMOEBA potential. Crystal
models were constructed from experimental fractional coordi-
nates and subjected to full geometry optimization of the system
energy by varying both atomic coordinates and cell parameters
(i.e., all cell lengths and angles). Since the unit cells of these
crystals are fairly small, replicated supercells were computed to
allow use of particle mesh Ewald for long-range electrostatics.
After full optimization, the atomic coordinates deviated from the
experimental crystal by at most 0.3 Å in all cases (Table 11). In
general, the overall cell volume shrank slightly, as expected for
energy minimization. Molecular dynamics simulations of these
and other crystals at experimental temperatures are underway
and will be reported in due course.
Hydration Free Energy. Solvation plays a critical role in many

chemical and biological processes. Accurate knowledge of solva-
tion energetics is needed as part of the calculation of absolute

association energies, for example, the binding of ligands to
proteins. There is an extensive history of estimating the solvation
free energy for small organics, protein side chain analogs, etc.
using various force fields and water models. Vialla and Mark
calculated the hydration free energies of 18 small molecules using
a GROMOS96 force field126 and SPC water model.127 The
average error was 2.8 kcal/mol using the original GROMOS
partial charges, and it was suggested that the error might be
reduced to 1 kcal/mol if the charge values were increased by 10%.
In similar work by Maccallum and Tieleman using the OPLS-AA
force field for solutes, an average unsigned error of 1.1 kcal/mol
was reported for OPLS-AA in TIP4P water, 1.2 for OPLS-AA in
SPC water, and 2.1 kcal/mol for GROMOS96 in SPC water.128

Later, the GROMOS force field was optimized to reproduce the
solvation free energies in water and cyclohexane, resulting in a
much smaller error (0.2 kcal/mol).129 However, this last study
required the solutes to adopt different atomic charges in water
and cyclohexane. Recently, effort has been devoted to increasing
precision in hydration free energy calculations and optimizing
the force field charges to capture solvation free energy more
accurately. Shirts and co-workers130 showed that it is possible to
reduce the statistical uncertainty in the calculated hydration free
energy to below 0.05 kcal/mol, and exhaustive sampling of
various parameters was achieved using the folding@home com-
puting resource.131 Subsequently, the hydration free energy of 15
amino acid side chain analogs was determined using OPLS-AA
and the above-mentioned water models plus SPC/E, TIP4P-
EW,132 and TIP3P-MOD.133,134 The TIP3P-MOD, a modified
TIP3P model to improve the solvation free energy of methane,
gave the most accurate hydration free energy values with a RMSE
of 0.51 kcal/mol. It is interesting to note that the TIP4P-EW
model that yields the best overall pure water properties led to
the worst hydration energies among all water models tested.
Further modification of TIP3P vdW parameters in the spirit of
TIP3P-MOD has been able to optimize the solvation energy of
all 15 compounds to a RMSE of 0.39 kcal/mol. However, it
should be cautioned that changes in the vdW parameters have
profound effects on bulk water properties. While the heat of
vaporization and density may remain reasonable, the structure of
water (e.g., radial distribution function for O 3 3 3O and O 3 3 3H
pair distances) is very sensitive to the vdW parameters.

Figure 9. Radial distribution, g(r), for oxygen�oxygen atom pairs in
liquid methanol at 298 K.

Figure 10. Radial distribution, g(r), for oxygen�hydrogen atom pairs
in liquid methanol at 298 K.

Figure 11. Radial distribution, g(r), for nitrogen�nitrogen atom pairs
in liquid ammonia at 277 K.



3156 dx.doi.org/10.1021/ct200304d |J. Chem. Theory Comput. 2011, 7, 3143–3161

Journal of Chemical Theory and Computation ARTICLE

More recently Mobley et al. took a different approach, investigat-
ing the effect of solute charges on hydration free energy.135

Among the protocols they tested, RESP charges from HF/
6-31G* performed the best, with a RMSE of 1.04 kcal/mol
in hydration free energy of 44 compounds, closely followed
(RMSE = 1.10 kcal/mol) by semiempirical charges from an AM1-
BCC method tuned to reproduce HF/6-31G* charges.136,137

Recent calculations usingAmberGAFFparameters for 504 neutral

molecules reported a RMSE of 1.24 kcal/mol and a correlation of
0.89 between simulation and experimental values.138

In the current study, we have computed the hydration free
energy of 27 compounds as a validation of the AMOEBA force
field. None of the hydration free energy data was incorporated
into the parametrization process. Results are listed in Table 12,
and the correlation with experimental data is plotted in Figure 12.
For this small set of compounds, the RMSE between AMOEBA
and experimental results is 0.69 kcal/mol. The average signed
error is 0.11, and the average unsigned error is 0.56 kcal/mol.
The correlation (R2) between the calculated and experimental
value is 0.96 with a slope of 1.09. The largest error was observed
for phenol, at 1.57 kcal/mol. Five out of 27 compounds had a
deviation from experimental results greater than 1 kcal/mol.
There is no obvious correlation between the error in hydration
free energy and errors in gas-phase dimer energy or neat liquid
heat of vaporization. The errors for methyl, dimethyl, and
trimethyl amine are all about 1 kcal/mol. The densities of both
dimethyl- and trimethylamine are higher than experimental
results, while the density of methylamine is underestimated, as

Table 11. Comparison of Experimental and AMOEBA-Optimized Crystal Structures and Cell Parameters of Organic Moleculesa

struct RMSE cell a b c α β γ ref

formamide exptl (90K) 3 � 1 � 2 10.812 9.041 13.988 90 100.5 90 192

calcd 0.3 10.643 9.340 13.497 90 104.3 90

acetamide exptl (23K) 1 � 1 � 1 11.513 11.513 12.883 90 90 120 193

calcd 0.1 11.564 11.564 12.289 90 90 120

acetic acid exptl (83K) 1 � 3 � 2 13.214 11.772 11.532 90 90 90 194and195

calcd 0.1 13.424 11.573 11.352 90 90 90

imidazole exptl (293K) 2 � 3 � 2 15.464 16.374 19.558 90 117.3 90 196

calcd 0.3 14.756 15.718 20.100 90 117.2 90

1H-indole 3-carbox-aldyhyde exptl (295K) 1 � 2 � 2 14.145 11.664 17.428 90 90 90 197

calcd 0.3 14.458 11.964 16.683 90 90 90
aThe cell lengths are in Ångstroms, and angles are in degrees.

Table 12. Hydration Free Energies of Small Molecules
(kcal/mol)a

molecule AMOEBA exptl

methane 1.73 (0.13) 1.99b

ethane 1.73 (0.15) 1.83b

propane 1.69 (0.17) 1.96b

n-butane 1.11 (0.21) 2.08b

methanol �4.79 (0.23) �5.11b

ethanol �4.69 (0.25) �5.00b

propanol �4.85 (0.27) �4.83b

isopropanol �4.21 (0.34) �4.76b

phenol �5.05 (0.28) �6.62b

p-cresol �5.60 (0.31) �6.14b

methylether �2.22 (0.38) �1.90b

benzene �1.23 (0.23) �0.87b

toluene �1.53 (0.25) �0.89b

ethylbenzene �0.80 (0.28) �0.80b

methylamine �5.46 (0.25) �4.56b

ethylamine �4.33 (0.24) �4.50b

dimethylamine �3.04 (0.26) �4.29b

trimethylamine �2.09 (0.24) �3.24b

imidazole �10.25 (0.30) �9.63c

N-methylacetamide �8.66 (0.30) �10.00d

acetic acid �5.63 (0.20) �6.70b

hydrogen sulfide �0.41 (0.17) �0.44b

methylsulfide �1.43 (0.27) �1.24b

ethylsulfide �1.74 (0.24) �1.30b

dimethylsulfide �1.85 (0.22) �1.54b

methylethylsulfide �1.98 (0.32) �1.50e

water �5.86 (0.19) �6.32e

a Statistical uncertainties of AMOEBA calculations are given in parenth-
eses. bRef 198. cRef 199. dRef 200. eRef 201.

Figure 12. Comparison of solvation free energies of 27 small molecules
calculated with the AMOEBA force field with the experimental values.
Signed average error = �0.11 kcal/mol; unsigned average error = 0.56
kcal/mol; RMSE = 0.69 kcal/mol.
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indicated by the average pressure fromNVT simulations reported
in Table 8. In retrospect, it seems likely that the methyl vdW
parameters, shared by all three amines, are not fully optimized for
the condensed phase. The solvation energy RMSE for the other
24 compounds is 0.45 kcal/mol, indicating that there remains
room for improvement in the amine solvation energies.
We note that AMOEBA gives a RMSE of 0.23 kcal/mol for

liquid heat of vaporization and 0.38 kcal/mol for dimer energy in
the gas phase, two properties that were actively utilized during
parameter optimization. Thus, the ideal RMSE target of the
calculated hydration free energy should probably lie below 0.5
kcal/mol. The error may come from various sources. The three
main contributions to intermolecular interaction in the AMOE-
BA model arise from permanent electrostatics by atomic multi-
poles, polarization via atomic polarizability, and vdW interactions. It
is possible that the level of ab initio theory and basis set used to
derive the atomic multipoles is not sufficient. The buffered 14�7
vdW potential, and particularly the effect of a combining rule on
heteroatomic vdW interactions in differing environments, is a
likely impediment to improved accuracy.139

’CONCLUSIONS

A polarizable point multipole potential has been developed for
a range of common small organic molecules. Molecular electro-
statics is represented by atomic multipole moments through the
quadrupole, while polarization effects are treated via classical
induced dipole interactions. The permanent atomic multipoles
are derived from ab initio theoretical calculations at the MP2/6-
311G(1d,1p) and MP2/aug-cc-pVTZ levels. Dipole polarization
is modeled empirically with a damped, interactive atomic dipole
scheme and using a small set of highly transferable atomic
polarizabilities. The vdW parameters are derived via simulta-
neous fitting to gas-phase dimer calculations and liquid thermo-
dynamic properties such as the density and heat of vaporization.
Sharing atom types within and across families of organic mol-
ecules ensures transferability of parameters. A number of other
gas phase and condensed phase properties were computed for
use in validation, including stable homo- and heterodimer
energies and structures, liquid diffusion and dielectric constants,
radial distribution functions, molecular crystal structures, and
solvation free energies in water. Overall, satisfying agreement
between the polarizable potential, ab initio, and experimental
results has been achieved in both the gas and condensed phases.
The improvement in energy and density of homogeneous liquids
is modest compared to a well-tuned fixed charge force field such
as OPLS-AA, but the introduction of polarization and atomic
multipoles significantly improves the ability of AMOEBA to
describe details of molecular interactions across different envir-
onments. Current and prior results using this polarizable force
field34 suggest that the inclusion of induction effects is crucial for
capturing diffusion and dielectric properties. The hydration free
energy of 27 organic compounds computed using the current
parameters verifies the general transferability of the model
(RMSE = 0.69 kcal/mol), but further improvement is likely still
possible.

A realistic physical model is critical for an accurate and
transferable empirical force field. Obtaining consistent param-
eters for such a model presents an immense challenge. On the
basis of the lessons learned in the current study and recent work
by others on polarizable force fields, we expect that the overall
performance of the AMOEBA model can be further refined.

Nowadays, accurate QM calculations can be performed routinely
on small- to moderate-sized organics. The DMA procedure com-
bined with potential fitting allows us to utilize high level ab initio
calculations directly in AMOEBA parametrization. While our
current feeling is that the AMOEBA permanent electrostatics are
sufficient to construct a highly accurate force field, there are
some indications that the polarization model can be improved
in comparison to rigorous quantum results.140 Given the increas-
ing availability of computing resources, it should be possible to
systematically optimize vdW parameters to reproduce neat liquid
properties and transfer free energies simultaneously. The inclu-
sion of Tang�Tonnies damping of dispersion interactions at
short-range141 is formally analogous to Thole damping of
polarization effects and may be important for applications such
as crystal structure prediction.142 An important omission in most
current force fields, including AMOEBA, is explicit coupling of
electrostatics to the valence parameters. Simple schemes have
been proposed to include this coupling,143 and it is known to play
a role in bond angle deformation in liquid water,144 pyramida-
lization at amide nitrogen atoms,145 and other important struc-
tural features. Future studies should alsomove beyond calculation
of hydration free energy to include an examination of free energies
of transfer, solvation structure around the solutes, and additional
dynamic properties using AMOEBA and alternative polarizable
force fields.

’APPENDIX

Polarization Energy Gradient.A derivation of the gradient of
the AMOEBA polarization energy is provided below. It is con-
venient to express the system energy via super-matrices:
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ele ¼ 1
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where Mi is the transposed permanent multipole vector at site i,
and Tij is the interaction matrix between site i and j:
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Rewriting eq 4 in terms of a super-matrix yields

ðα�1 � T11Þμind ¼ T1M ¼ E ðA3Þ
Here, μind is a vector of length 3N, where N is the number of
polarizable sites, μind = [μ1x,μ1y,μ1z, ..., μNz]

T. α�1 is a 3N �
3N matrix with α1x

�1, α1y
�1, etc. as diagonal components and all
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off-diagonal components equal to zero. T1 is a super matrix
with elements corresponding to the field tensor Tij

1 in eq 4
(i.e., 3N � 13N).
Now, we define C = α�1� T11 and note that it is a symmetric

matrix such that CT = C. The induction energy is then defined by
the product of the induced dipole with the permanent field

U ind
ele ¼ � 1

2
ðμindÞTE ¼ � 1

2
ETC�1E ðA4Þ

Subsequently, the energy gradient on site k is given by

∂U ind
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The gradient on the left is a 3N vector in the above equation.
Given C�1C = I, i.e., (∂C�1/∂xk)C + C�1(∂C/∂xk) = 0, we can
simplify to obtain
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Given the total multipoles at each site asMt =M +Mind, the net
force at the site becomes
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∂xk
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where the factor 1/2 takes care of the redundancy due to the
inclusion of both ij and ji in the above summation. While
permanent multipoles in the local frame are invariant parameters,
the permanent multipole moments, M, in the global frame are a
function of the local frame rotation matrix, leading to additional
chain rule terms related to the rotational force, i.e., a torque. The
exact formula for the force and torque components can be easily
obtained by comparing the above to the permanent�permanent
terms18 and keeping in mind the additional factor of 1/2. Note
that the torque term does not include an induced�induced
contribution since induced dipoles are always defined in the
global frame.
When the field “E” in the induction energy is different from the

“E” that produces the induced dipoles, the gradient formula
requires further modification. The induction energy is then
given by

U ind
ele ¼ � 1

2
ðμindd ÞTEP ¼ � 1

2
EtdC

�1Ep ðA8Þ

where Ep is the field acutally used in the polarization energy
calculation, and Ed is the “direct” field due to permanent
multipoles responsible for polarization. The difference be-
tween the two subscripts, d and p, results from differing local
interaction scaling. In traditional molecular mechanics, short
range nonbonded interactions between bonded atoms are
generally neglected. In the current model, the interaction
energy between Ep and induced dipoles is ignored for 1�2,
1�3, etc. bonded pairs, as these effects are implicitly included
in bond and angle terms, while we recall that intramolecular
“direct” polarization occurs between polarization groups.

The gradient of the above energy becomes
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Now define an intermediate quantity, μp

ind =C�1Ep. Recall that
C is invariant with respect to local interaction scaling since
“mutual” induction always occurs between every atom pair.

∂U ind

∂xk
¼ � 1

2
∂ETd
∂xk

μindp � ETdC
�1∂C

∂k
C�1Ep þ ðμindd ÞT∂Ep

∂xk

 !

¼ � 1
2

∂ETd
∂xk

μindp þ ðμindd ÞT∂Ep
∂xk

" #
� 1
2
ðμindd ÞT∂T

11

∂xk
μindp

¼ � 1
2

∂T1
d

∂xk
μindp þ ðμindd ÞT∂T

1
pM

∂xk

" #
� 1
2
ðμindd ÞT∂T

11

∂xk
μindp

ðA11Þ
In cases where there is no intermolecular polarization (e.g.,
water molecule), μp

ind equals μd
ind, and the above equation

reduces to eq A6. In practice, the two sets of μ are converged
simultaneously, as the only difference between the two is the
scaling of real-space local interactions.
Upon comparing eqs A6 and A11, it can be seen that within

induced�permanent terms the induced dipole on site i (where force
is computed) is replaced by 1/2 (μd

ind + μp
ind) and the induced�

induced term for a given pair interaction, (μi
ind)T(∂T11/∂xk)μj

ind, is
replaced by 1/2((μid

ind)T(∂T11/∂xk)μjp
ind + (μjd

ind)T(∂T11/∂xk)μip
ind).

Throughout the energy, force, torque, and virial terms, similar
substitutions can be made for induced-permanent terms and
induced�induced terms in the Ewald formulation. The algorithms
for computing the permanent and induced force, torque, and virial,
both for pairwise non-periodic systems and when using PME, have
been implemented and verified numerically in the TINKER and
AMBER software packages.
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ABSTRACT: Monosaccharide derivatives such as xylose, fucose, N-acetylglucosamine (GlcNAc), N-acetylgalactosamine
(GlaNAc), glucuronic acid, iduronic acid, andN-acetylneuraminic acid (Neu5Ac) are important components of eukaryotic glycans.
The present work details the development of force-field parameters for these monosaccharides and their covalent connections to
proteins via O linkages to serine or threonine side chains and via N linkages to asparagine side chains. The force field development
protocol was designed to explicitly yield parameters that are compatible with the existing CHARMMadditive force field for proteins,
nucleic acids, lipids, carbohydrates, and small molecules. Therefore, when combined with previously developed parameters for
pyranose and furanose monosaccharides, for glycosidic linkages between monosaccharides, and for proteins, the present set of
parameters enables the molecular simulation of a wide variety of biologically important molecules such as complex carbohydrates
and glycoproteins. Parametrization included fitting to quantummechanical (QM) geometries and conformational energies ofmodel
compounds, as well as to QM pair interaction energies and distances of model compounds with water. Parameters were validated in
the context of crystals of relevant monosaccharides, as well NMR and/or X-ray crystallographic data on larger systems including
oligomeric hyaluronan, sialyl Lewis X, O- and N-linked glycopeptides, and a lectin:sucrose complex. As the validated parameters are
an extension of the CHARMM all-atom additive biomolecular force field, they further broaden the types of heterogeneous systems
accessible with a consistently developed force-field model.

’ INTRODUCTION

Monosaccharides having the canonical formula Cn(H2O)n are
essential biomolecular components of life. Examples such as
glucose are central to bioenergetics, and their polymers serve
both structural and energy-storage functions, with prominent
examples including cellulose, starch, and glycogen. However, the
role of carbohydrates extends beyond this realm to include
biomolecular functions such as molecular recognition. For
example, the quality-control mechanism for protein folding,1

the differences between blood group antigens,2 and the ability of
viruses to infect host cells3,4 all have carbohydrates as critical
components. A common theme among the monosaccharides
involved in such biomolecular functions is that their atomic
compositions differ from the canonical formula. In particular,
they are often deoxy, oxidized, or N-methylamine derivatives of
Cn(H2O)n monosaccharides and/or are covalently linked to
other biomolecules such as proteins and lipids via bonds invol-
ving oxygen or nitrogen atoms.

Classical force field development efforts aimed at enabling
accurate modeling of carbohydrates and carbohydrate-containing
biomolecular systems have been ongoing for over a decade.5�21

While the increased availability of computing resources has
allowed for extensive use of quantum mechanical (QM) target
data in an effort to capture the conformational energetics of
carbohydrates, much of the focus has been on glucose and its
diastereomers. Further limiting the scope of force-field-based

carbohydrate modeling is the fact that much of the parameter
development work has not been done in the wider context of
biomolecular force fields, such that attempts to model hetero-
geneous biomolecular systems containing proteins, lipids, and/or
nucleic acids with carbohydrates may be hampered by differences
in force field parametrization protocols and/or functional forms. It
is of note that a recent parametrization of hexopyranoses (such as
glucose) and their polymers was explicitly made to be compatible
with the GROMOS family of biomolecular force fields20,22 and
also that the most recent iteration of the GLYCAM force
field, GLYCAM06,21 contains parametrization for carbohydrate
derivatives that can form the foundation for a generalizable
biomolecular force field.23

Toward developing a comprehensive additive all-atom carbo-
hydrate force field, we have developed and validated parameter
sets for pyranose24 and furanose25 monosaccharides, as well as
aldose and ketose linear carbohydrates and their reduced coun-
terparts, the sugar alcohols.26 Parameter sets have also been
developed for glycosidic linkages involving both pyranoses27,28

and furanoses,28 with the force field shown to reproduce NMR
elucidated solution conformational properties of the disaccharides
of maltoside and cellobioside.29 Combined, these parameter sets
yield a force field that covers most carbohydrates that serve
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bioenergetic, structural, and energy-storage functions. The
present work extends the parameter set to deoxy, oxidized, or
N-methylamine monosaccharide derivatives as well as covalent
linkages to proteins, thereby allowing the simulation of carbo-
hydrates that are important in biomolecular function and
molecular recognition. As with the stated previous efforts, the
present parameter development was done explicitly in a fashion
to make these new models compatible with the CHARMM
additive all-atom biomolecular force field for proteins,30,31

nucleic acids,32,33 lipids,34�38 and drug-like small molecules,39

with the intention of creating a widely applicable and robust
force field for the modeling of biomolecular systems consisting
of any combination of proteins, nucleic acids, lipids, carbohy-
drates, and/or small molecules.

’METHODS

Molecular mechanics (MM) calculations for parameter devel-
opment were performed with the CHARMM software.40,41 The
force field potential energy functionU(r) was the same as that for
the CHARMMprotein,30,31,42 nucleic acid,32,33,43 lipid,34�37,44,45

carbohydrate,24�28 and small molecule all-atom additive force
fields39

UðrÞ ¼ ∑
bondsb

Kbðb� b0Þ2 þ ∑
valence

anglesθ

Kθðθ� θ0Þ2

þ ∑
Urey�Bradley

anglesS

KSðS� S0Þ2 þ ∑
dihedralsχ

Kχð1 þ cosðnχ� δÞÞ

þ ∑
impropersj

Kjðj� j0Þ2 þ ∑
nonbonded

pairsij

εij
Rmin , ij

rij

 !12

� 2
Rmin , ij

rij

 !6
2
4

3
5

þ qiqj
4πε0rij

ð1Þ

The first five sums in eq 1 account for bonded interactions. In
these sums, Kb, Kθ, Ks, Kχ, and Kj are bond, valence angle,
Urey�Bradley angle, dihedral angle, and improper dihedral
angle force constant parameters, respectively. b, θ, S, χ, and j
are the bond distance, valence angle, Urey�Bradley angle 1,3-
distance, dihedral angle, and improper dihedral angle values. The
subscript 0 indicates an equilibrium value parameter. Addition-
ally, for the dihedral term, n is the multiplicity and δ is the phase
angle as in a cosine series. The sum over nonbonded pairs ij

includes a Lennard-Jones (LJ) 6�12 term to account for
dispersion and Pauli exclusion and a Coulomb term to account
for electrostatic interactions. εij is the LJ well depth, Rmin,ij is the
interatomic distance at the LJ energy minimum, qi and qj are the
partial atomic charges, and rij is the distance between atoms i and j.
The Lorentz�Berthelot combining rules are used to determine
LJ parameters between different atom types.46 There is no separate
term for hydrogen bonding interactions, as these are accounted for
in the parametrization through a combination of LJ and Coulomb
energies

A modified version of the rigid three-site TIP3P model was
used to represent water,47,48 and the SHAKE algorithm49 was
applied to keep water molecules rigid and to constrain covalent
bonds between hydrogens and their covalently bound heavy
atoms to their equilibrium values. Gas-phase molecular me-
chanics energies were calculated using infinite nonbonded cut-
offs. Aqueous and crystal simulations employed periodic
boundary conditions46 to minimize boundary artifacts and to
simulate the infinite crystal environment. A force-switched
(aqueous) or energy-switched (crystal) smoothing function50

was applied to LJ interactions in the range of c� 2 to c, where c is
the cutoff distance in Ångstroms. Long-range Coulomb interac-
tions were handled using particle mesh Ewald51 with a real-space
cutoff of c. The equations of motion were integrated with the
“leapfrog” integrator52 and a time step of dt. In the molecular
dynamics (MD) simulations, the isothermal�isobaric ensemble
was generated via Nos�e�Hoover thermostatting,53,54 Langevin
piston barostating,55 and a long-range correction to the pressure
to account for LJ interactions beyond the cutoff distance c.46

Condensed-phase simulations were done at experimental tem-
perature and pressure, which was 298 K and 1 atm for all
simulations. Simulations of crystals were based on the availability
of relevant systems in the Cambridge Structural Database56

(CSD) and employed the appropriate experimental unit cell
geometries with crystallographic water molecules and/or crystal-
lographic counterions. Aqueous simulations employed a trun-
cated octahedron as the periodic system. For aqueous
simulations, the cell length dimensions were varied isotropically
to maintain the target pressure during simulation, whereas unit
cell edge lengths in crystal simulations were allowed to vary
independently. Angular crystal cell parameters of 90� were
constrained to this value, while those not 90� were allowed to
vary independently. Table 1 lists the simulation c and dt values,
along with simulation lengths, MD snapshot frequency, and the
number of times each system was simulated. In cases where a
system was simulated once, error estimates for data were

Table 1. MD Simulation Details

system c (Å) dt (fs) length (ns) snapshot frequency (ps�1) # of simulations simulation software

carbohydrate crystalsa 12 1 4 1 1 CHARMM40,107

Aqueous Systems

R-GlcNAc 12 1 10 10 3 CHARMM

β-GlcNAc 12 1 10 10 3 CHARMM

oligomeric hyaluronan 10 2 50 10 5 CHARMM

sialyl Lewis X 10 2 25 10 5 CHARMM

glycoproteinsb,c 12 2 16 5 1 NAMD96

lectin:sucrosec 12 2 20 5 1 NAMD96

a Full listing in Table 2. b Full listing in Table S14 (Supporting Information). c Langevin thermostatting46 was used instead of Nos�e�Hoover
thermostatting, and the system was a rectangular prism.
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generated by treating each MD snapshot as an independent
sample and using the expression tcritical � s/(n0.5), where n is the
number of snapshots, s is the sample standard deviation, and
tcritical = 1.960, which is the value for a 95% confidence level for a t
distribution with infinite degrees of freedom. In cases where a
system was simulated more than once, different trajectories were
generated by random assignment of the initial velocities, and
each trajectory was treated as an independent sample to generate
error estimates for data using the expression tcritical � s/(n0.5),
where n is the number of trajectories, s is the standard deviation
of the average values calculated for each trajectory, and tcritical is
the value for a 95% confidence level for a t distribution with n� 1
degrees of freedom. Additional simulation details such as system
construction are mentioned in the Results and Discussion
section for each system.

The Gaussian 03 program57 was used for all QM calculations.
For small model compounds (Figure 1; M4, M6a, M6b, and
M8), geometry optimization was done at the MP2/cc-pVTZ
level;58,59 otherwise, geometry optimization was done at the
MP2/6-31G(d) level60 followed by aMP2/cc-pVTZ single point
energy calculation (MP2/cc-pVTZ//MP2/6-31G(d)). The cc-
pVTZ basis set was used for evaluating all conformational
energies, as it demonstrates a favorable combination of efficiency
and accuracy on carbohydrate systems.24,61,62 Vibrational calcu-
lations were performed using the MP2/6-31G(d) model chem-
istry, with tight convergence tolerances applied; the geometries
from these unconstrained optimizations were also used as

reference geometries for gas-phase minimized MM model com-
pound geometries. A scale factor of 0.9434 was applied to QM
vibrational frequencies, as required to account for limitations in
the level of theory and reproduce experimental frequencies.63

Potential energy decomposition analysis was performed using
the MOLVIB utility in CHARMM using the internal coordinate
convention of Pulay et al.64 All potential energy scans were
performed with only the scanned dihedral angles constrained.
MM energies were fit to QM potential energies scans using the
freely available Monte Carlo simulated annealing (MCSA)
dihedral parameter fitting program “fit_dihedral.py”27,65

(available for download at http://mackerell.umaryland.edu).
For each dihedral being fit, three multiplicities n of 1, 2, and 3
were included, and the corresponding Kχ values (eq 1) were
optimized to minimize the root-mean-square error RMSE be-
tween the MM and QM energies as defined by

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
i
wiðEQMi � EMM

i þ cÞ2

∑
i
wi

vuuuut ð2Þ

Figure 1. Model compounds used to develop parameters for glucopyr-
anose derivatives GlcNAc andGalNAc (M4), glucuronate and iduronate
(M6a and M6b), and sialic acid (M8); to develop O-glycosidic linkage
parameters involving Ser (MO1 andMO2) and Thr (MO3 andMO4)
amino acid side chains; and to parametrize N-linked glycosylation
(MN1�6). Atom labels used in the text are in italics.

Figure 2. Chemical structures of the pyranose form of glucose;
D-glucopyranose (1); and related molecules D-xylose (2), L-fucose (3),
N-acetyl-D-glucosamine (GlcNAc) (4), N-acetyl-D-galactosamine (GalNAc)
(5), D-glucuronate (6), L-iduronate (7), and N-acetyl-D-neuraminic acid
(sialic acid) (8). Carbon atoms and the ring ether oxygen are labeled
in glucose 1; atom numbering is analogous for 2�7. Sialic acid 8
carbon numbering begins at the carboxyl group. Hydroxyl and carboxyl
oxygen atoms derive their numbering from the carbon atom to which
they are attached.
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where the sum is over all conformations i of the molecule in the
scan, wi is a weight factor for conformation i, Ei

QM is the QM
energy of conformation i, Ei

MM is the total MM energy, including
the energy of the dihedrals for which the parameters are being
optimized (eq 1), and c is a constant that vertically aligns the data
as the optimization proceeds to minimize the RMSE and is
defined by

∂RMSE
∂c

¼ 0 ð3Þ

wi values can be empirically chosen to, for example, favor more
accurate fitting of low-energy conformations while sacrificing the
fit of high-energy ones. In fitting the dihedral parameters, Kχ

values were constrained to be no more than 3 kcal/mol, and
phase angles δ were limited to 0 and 180� to maintain symmetry
of the dihedral potentials about χ = 0� and thereby ensure
applicability of dihedral parameters to both enantiomers of a
chiral compound.

To test the nonbonded parametrization for charged or hydro-
gen bond-forming moieties in model compounds, QM calcula-
tions were done to determine interaction energies for model
compound:water-molecule pairs. To ensure consistency across
the CHARMM additive force field, these calculations followed a
standard procedure.66 First, the solute:water interaction distance
was optimized at the HF/6-31G(d) level, with constraints on all

other degrees of freedom. Here, the water intramolecular geo-
metry in both QM and MM calculations of pair interaction data
was that of the TIP3P water model,47 and the model compound
geometry was one that was previously gas-phase optimized in the
QM or CHARMM representation, respectively. Second, follow-
ing optimization, HF/6-31G(d) interaction energy target data
were calculated as s(Epair � Esolute � Ewater), with no basis-set
superposition-error correction and the empirical scaling factor of
s introduced to yield parameters appropriate for a condensed
phase force field,30,67 where s = 1.00 in the case of solutes having
moieties with nonzero formal charge and 1.16 otherwise. The
interaction distance target data were calculated as the QM-
optimized distance minus 0.2 Å, again to yield parameters
appropriate for a condensed phase force field.

’RESULTS AND DISCUSSION

I. Parameter Development. Truncated Derivatives. The
monosaccharides xylose and fucose can be viewed as truncated
derivatives of C6H12O6 hexopyranoses like glucose (Figure 2,
compounds 2, 3, and 1, respectively). Relative to these hexopyr-
anoses, xylose is missing the entire hydroxymethyl group, while
fucose, a deoxyhexopyranose, lacks the hydroxyl on the hydro-
xymethyl group. From a parametrization standpoint, this sug-
gested the immediate transfer of existing parameters. In
particular, existing hexopyranose parameters,24 combined with

Table 2. Crystalline Unit Cell Geometries and Volumesa

CSD code/molecule name A (Å) B (Å) C (Å) β (deg)b volume (Å3)

exptl MD % errorc exptl MD % error exptl MD % error exptl MD % error exptl MD % error

truncated derivatives

XYLOSE/xylose 9.25 9.25 0.0 12.67 13.29 4.9 5.64 5.55 �1.6 90 90 660.0 681.0 3.2

ALFUCO/fucose 14.48 14.63 1.1 7.60 7.95 4.6 6.68 6.43 �3.6 90 90 733.8 747.6 1.9

RHAMAH01/rhamnose 7.91 7.97 0.8 7.92 8.16 3.0 6.67 6.76 1.3 95.6 96.2 0.6 415.9 436.5 5.0

N-acetylamines

ACGLUA11/GlcNAc 11.57 11.75 1.5 4.85 4.84 �0.2 9.74 10.05 3.2 116.7 117.3 0.5 488.2 507.3 3.9

AGALAM10/GalNAc 9.16 9.79 6.9 6.32 5.84 �7.6 9.21 9.79 6.4 107.9 109.1 1.2 507.3 527.9 4.1

NACMAN10/ManNAc 7.56 7.65 1.2 7.73 7.76 0.3 18.61 19.10 2.6 90 90 1088.1 1133.2 4.1

acids

NABDGC/glucuronate 9.21 9.80 6.5 7.01 7.02 0.2 7.38 7.06 �4.3 96.8 97.7 1.4 472.5 479.3 1.4

CANAGL10/galacturonate 13.50 13.19 �2.3 13.50 13.19 �2.3 9.66 9.88 2.3 90 90 1523.7 1489.5 �2.2

KEMYAC/Neu5Ac 7.50 7.50 0.0 7.50 7.50 0.0 29.36 29.08 �1.0 90 90 1652.1 1635.0 �1.0

O-glycansd

COSHEX 7.73 7.79 0.7 8.63 8.61 �0.2 9.94 10.13 1.9 112.5 111.0 �1.3 612.8 634.0 3.5

N-glycansd

AVUVES 6.63 6.90 4.0 19.49 20.63 5.9 8.46 8.02 �5.2 90 90 1093.6 1141.5 4.4

AVUVIW 7.47 7.53 0.8 8.70 8.90 2.2 14.98 15.35 2.5 90 90 973.6 1028.0 5.6

AVUVOC 6.64 6.73 1.4 8.62 8.56 �0.7 15.81 16.28 3.0 90 90 904.3 936.8 3.6

RESJEE 7.86 8.05 2.4 9.42 9.43 0.1 14.01 14.01 0.0 90 90 1038.1 1063.1 2.4

CAKFAV 4.94 4.93 �0.1 7.88 7.94 0.8 17.67 18.50 4.7 91.4 73.5 �19.6 687.8 694.6 1.0

ASGPRS 4.93 4.86 �1.5 24.22 24.46 1.0 7.79 7.76 �0.3 97.7 100.4 2.7 921.8 906.1 �1.7

BEHPIN 4.94 4.92 �0.3 24.26 23.88 �1.6 7.77 7.76 �0.2 97.7 98.1 0.4 922.8 901.9 �2.3

BEHPOT 4.94 4.82 �2.4 16.68 16.31 �2.2 8.08 8.59 6.3 96.1 97.3 1.2 662.0 670.0 1.2
aMDvalues are 4 ns averages. The 95% confidence intervals forA,B, andC are <0.02 Å; forβ are <0.2�; and for volumes are <0.5 Å3. bConstrained to 90�
in the simulation if equal to 90� in the experimental crystal, otherwise allowed to vary independently during the simulation. c (MD � exptl)/exptl �
100%. d Please refer to text for full compound names.
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existing alkane34�38,68 and linear ether parameters69 applied to
the methyl group on fucose, provided coverage for all atoms and
connectivities in these molecules. Crystal simulations of xylose,
fucose, and rhamnose (a diastereomer of fucose, with inverted
chiralities at C2 and C4) demonstrated the suitability of these
transferred parameters. With the exception of the C5�O5 bond
length in fucose, all average bond, angle, and dihedral values were
consistent with the experimental crystallographic values (Table
S1 of the Supporting Information). Further optimization of the
C5�O5 bond parameters, which were originally developed for
use in hexopyranoses24 and subsequently used in other hexopyr-
anose derivatives (see below), would have required the creation
of a new atom type. However, in the interest of balancing
accuracy with simplicity and generality of the force field para-
meters, a new atom type was not introduced, as the extent of
disagreement with the crystal data was deemed acceptable. Unit
cell geometries were consistent with the experimental values, and
in line with prior results,24�27 unit cell volumes were system-
atically overestimated by several percent (Table 2).
N-Acetylamines. One of the most common modifications to

hexopyranoses is the replacement of the C2 hydroxyl with an
N-acetylamine group, resulting in monosaccharides like N-acetyl-
glucosamine (GlcNAc; Figure 2, 4) and N-acetylgalactosamine
(GalNAc; Figure 2, 5). In eukaryotes, both GlcNAc and GalNAc
are important components of the oligosaccharides that are post-
translationally attached to proteins to create glycoproteins.70

Using a fragment-based approach, isopropylacetamide (Figure 1,
M4) was used to develop parameters for these types of sugars.
Initial parameters for M4 were transferred from existing para-
meters previously developed forN-methylacetamide in the context
of proteins,30 and with carbon Lennard-Jones parameters taken

from an improved set of alkane parameters.68,69 The 3-fold
dihedral term for rotation of the isopropyl group was fit to the
QM relaxed potential energy scan (PES), and the transferred
C�CT equilibrium length was increased by 0.030 Å. These
bonded parameters yielded near-ideal agreement between the
QM and the MM conformational energies (Figure 3a), as well
as good agreement with bond lengths, valence angles, and dihedral
angles (Table S2, Supporting Information). Vibrational frequen-
cies also showed good agreement, with the exception of those
that, in the QM representation, involved wagging or deformation
of atoms in the amide bond (Figure S1, frequency numbers
10�13, Supporting Information). While these frequencies were
overestimated in the MM representation compared to the gas-
phase QM, this is in fact appropriate behavior for a condensed-
phase force field as the relevant frequencies tend to increase on
going from the gas phase to an aqueous environment.30 Finally,
using the transferred Lennard-Jones and partial charge non-
bonded parameters, water pair interaction energies with the
amide CO and NH groups faithfully reproduced the target data
(Table 3; Figure S2, Supporting Information).

Figure 3. Relaxed potential energy scans of (a) the isopropyl group in
compound M4 and (b) the carboxyl group in compound M6b,
(c) conformational energies, and (d) hydroxyl and carboxyl dihedral
values for compound M8. (a�c) MP2/cc-pVTZ energies are repre-
sented as crosses and MM energies as a dashed line; (d) hydroxyl
dihedral values are represented as crosses and carboxyl dihedral
values as �’s.

Table 3. Solute:Water Pair Interaction Energies and Dis-
tances for Model Compounds M4, M6B, and M8

energy (kcal/mol) distance (Å)

water orientationa QMb MM MM-QM QM-0.20b MM MM-QM

M4

a �5.39 �5.86 �0.48 1.97 1.95 �0.02

b �5.92 �6.05 �0.13 1.94 1.94 0.00

c �6.74 �6.84 �0.10 1.81 1.76 �0.05

d �8.44 �7.23 1.21 1.78 1.77 �0.01

average 0.13 �0.02

standard deviation 0.74 0.02

M6B

a �14.67 �15.77 �1.09 1.61 1.64 0.03

b �15.18 �15.01 0.17 2.27 2.22 �0.05

c �6.08 �2.46 3.61 2.19 2.39 0.19

d �15.89 �17.64 �1.75 1.85 1.72 �0.13

e �10.48 �11.05 �0.57 1.77 1.76 �0.01

f �7.40 �6.38 1.02 1.87 1.84 �0.03

average 0.23 0.00

standard deviation 1.92 0.10

M8

a �12.86 �13.23 �0.37 1.65 1.69 0.03

b �13.47 �13.56 �0.10 2.30 2.23 �0.08

c �5.27 �2.93 2.34 1.97 2.01 0.04

e �8.92 �9.10 �0.18 1.86 1.85 �0.02

f �6.59 �5.70 0.90 1.97 1.93 �0.04

g �9.78 �9.56 0.22 1.73 1.82 0.10

h 0.08 �0.70 �0.78 2.10 2.29 0.19

i 0.23 �0.74 �0.97 2.16 2.28 0.12

average 0.13 0.04

standard deviation 1.06 0.09
aMolecular geometries are as illustrated in Figure S2, S4, and S6 of the
Supporting Information. bHF/6-31G(d) target energies have been scaled
by 1.16 for the neutral compounds (M4 andM6b) but not for the charged
compound (M8), and distances have been shortened by 0.20 Å.
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Transfer of the parameters allowed for immediate creation of
models for GlcNAc and GalNAc. Only crystals of the R-anomers
of these two sugars were available through the Cambridge
Structural Database;56 MD simulations of infinite crystals using
the lowest R-value structures as starting conformations
(ACGLUA11, two molecules of R-GlcNAc in unit cell; AGA-
LAM10, two molecules of R-GalNAc in unit cell) showed that
the bonds, valence angles, and dihedral angles were all well-
represented by the force field model in that average values from
the simulations corresponded to those in the reference experi-
mental crystals (Table S3, Supporting Information). The avail-
ability of a crystal structure of N-acetyl-β-mannosamine
(ManNAc) monohydrate (NACMAN10: four molecules of
β-ManNAc + four water molecules in unit cell) allowed the
testing of a β-anomer using the same parameters and gave
similarly good results (Table S3, Supporting Information), and
as with the truncated derivatives, crystal volumes for all of the
N-acetylamines were overestimated by several percent (Table 2).
Carboxylates. Glucuronate and Iduronate.Oxidation of the

C6 alcohol to form a carboxylic acid yields hexopyranose
derivatives such as glucuronic acid and iduronic acid, which
ionize at physiological pH to yield glucuronate (Figure 2, 6) and
iduronate (Figure 2, 7). Among other functions, these com-
pounds are important as components of glycosaminoglycans70

and for metabolic conjugation with drugs by the liver.71 Con-
tinuing with a model compound-based approach,M6a andM6b
(Figure 1) were used to develop parameters for glucuronate and
iduronate. As detailed below, bonded and nonbonded para-
meters were transferred from analogous parameters, and missing
angle and dihedral parameters were fit to QM geometries and
conformational energies.
M6a (propanoate) parameters were previously developed for

the CHARMM protein force field,30 allowing for immediate
extension to M6b (R-methoxy-propanoate), which mimics the
C6 carboxylate in the context of the C4, C5, O5, and C1 atoms of
the hexopyranose ring. Lennard-Jones parameters were updated
on the basis of recent work on alkanes.68,69 Additional parameters
required upon introduction of themethoxy groupwere transferred
by analogy, leaving only the O5�C5�C6�O dihedrals to be fit.
M6b was constructed with the C1�O5�C5�C6 analogous
dihedral in the trans conformation. An optimized MP2/cc-pVTZ
scan was done on the OCCO torsion with no other constraints on
the system, and theC1�O5�C5�C6dihedral stayed trans for the
entire scan. Self-consistent optimization of the O61�C6�O62
angle (equilibrium angle increased by 8�), the C5�C6�O61 and
�O62 angles (equilibrium angle decreased by 4�), the
O5�C5�C6 angle (equilibrium angle decreased by 8.5� relative
to linear ethers69), and the OCCO torsions yielded good con-
formational energies (Figure 3b), minimum-energy geometries
(Table S4, Supporting Information), vibrational frequencies
(Figure S3, Supporting Information), and water interaction en-
ergies (Table 3 and Figure S4, Supporting Information) as
compared to the QM target data.
Relevant crystals included β-glucuronate (NABDGC) and

R-galacturonate (CANAGLC10). In the case of glucuronate, the
full monoclinic unit cell consisted of two monosaccharides, two
water molecules, and two sodium ions, and in the case of
galacturonate, the full hexagonal unit cell consisted of six mono-
saccharides, 12 water molecules, two sodium ions, and two
calcium ions. After initial simulations, the C5�C6 equilibrium
bond length was reduced by 0.042 Å, after which the bonds,
valence angles, and dihedral angles had average values from MD

simulations that were consistent with the experimental geome-
tries (Table S5, Supporting Information). An interesting excep-
tion was bonds and angles involving oxygens in the carboxyl
groups. In the crystals, there is a 2�3% difference between
equivalent C6�O bonds and between equivalent C5�C6�O
angles, presumably due to differences in the local chemical
environments of the carboxyl oxygens. In the MM representa-
tion, there is no difference in the parameters for these equivalent
oxygens, and these large asymmetries in bonds and angles are not
reproduced, pointing to some limitations of the pairwise-additive
functional form of the force field where the bonds and angles are
treated with harmonic terms. Also of note is that the
O5�C5�C6 angles in these crystals have accurate values in
the simulations relative to the experiments, demonstrating the
transferability of the corresponding parameter optimized on
M6b. Finally, both crystals had average unit cell parameters from
the simulations that were largely consistent with the experimen-
tal reference values (Table 2).
Sialic Acid. Like glucuronic acid and iduronic acid, N-acet-

ylneuraminic acid (Neu5Ac), or “sialic acid” as it is commonly
called, has a carboxylic acid moiety that is deprotonated at
physiological pH (Figure 2, 8). Neu5Ac is important not only
as a common component of glycosyl groups added as post-
translational modifications to proteins but also as a critical
participant in molecular recognition resulting in the viral infec-
tion of human cells, in particular influenza virus infection.4,72 In
addition to the carboxyl group, Neu5Ac contains an N-acetyla-
mine group, like GlcNAc and GalNAc, as well as a linear
polyalcohol group, like linear carbohydrates and sugar alcohols.26

While parameters for the N-acetylamine group can readily be
transferred from those developed for GlcNAc and GalNAc, and
parameters for the linear polyalcohol group from previously
developed linear polyalcohol parameters,26 parametrization of
the carboxyl group is complicated by the presence of not only an
ether moiety connected to the same carbon atom C2 but also a
hydroxyl group.
M8 (R-methoxy-lactate), which isM6b with the addition of a

hydroxyl group, was used to develop parameters involving the C2
anomeric carbon in Neu5Ac. After transferring analogous para-
meters from M6b, both bonded and nonbonded parameters
were optimized to reproduce target QM geometries, vibrational
frequencies, conformational energies, and water pair interaction
energies. In particular, to reproduce angle geometries, equilibri-
um angle values for the C1�C2�C3, O2�C2�C3, and
C3�C2�O6 angles were adjusted, resulting in good agreement
with the target data (Table S6, Supporting Information). Angle
parameters optimized using M6b proved transferable, and as
withM6b, asymmetries in bond and angle geometries involving
the equivalent carboxyl oxygen atoms seen in the QM represen-
tation were not captured in the MM representation. The MM
vibrational frequencies were consistent with those from QM
calculations, with the exception of the hydroxyl OH stretch,
which has the highest frequency in the empirical model (Figure S5,
Supporting Information). In the force field, this OH stretch
frequency is ∼700 cm�1 greater than the next-highest set of
frequencies, which are due to methyl CH stretches, and is similar
to calculated QM or experimental infrared OH stretching
frequencies for simple alcohols.24 In contrast, in the QM
representation, the OH stretch has a frequency similar to the
CH stretches and therefore much lower than OH stretching
frequencies for simple alcohols. The reason for this is quite clear
from the minimum-energy geometry used to compute the
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vibrational frequencies, in which the hydroxyl group is oriented
to form an intramolecular hydrogen bond with the carboxyl
group. This strong hydrogen bond leads to weakening of the OH
bond as evidenced by an increase of 0.04 Å in the OH bond
length for conformations having this intramolecular interaction
relative to conformations without the interaction, as observed in
a relaxed QM scan of hydroxyl rotation (described below). This
phenomenon cannot be captured using molecular mechanics;
however, since covalent bonds involving hydrogens are typically
constrained to their equilibrium values using SHAKE49 or a
related algorithm, this limitation is not a significant concern for
intended applications of the model.
QM target conformational energies for M8 were from geo-

metry-optimized MP2/cc-pVTZ scans of carboxyl and hydroxyl
rotation in increments of 15�. The only constrained degree of
freedom during the scans was the dihedral being scanned.
Therefore, during dihedral scanning of the carboxyl group, the
hydroxyl group underwent rotation due to nonbonded interac-
tions with the carboxyl group, and vice versa. In contrast, the
C1�C2�O6�C6 dihedral was built in the trans geometry and
stayed in this local minimum throughout the dihedral scanning.
Dihedral parameters for Ocarboxyl�C1�C2�O2 and C1�C2�
O2�HO2 were simultaneously fit to the 50 QM conformational
energies/geometries,65 with harmonic restraining potentials
applied to the Ocarboxyl�C1�C2�O2, C1�C2�O2�HO2,
and C1�C2�O6�C6 dihedrals in the MM representation to
ensure a match between the MM and QM conformations during
the fitting process. The resulting optimized parameters yielded
good agreement with the target data (Figure 3c,d). Finally, water
interaction energies with the carboxyl group as a hydrogen bond
acceptor (analogous to Figure S4, Supporting Information), the
ether as a hydrogen bond acceptor (analogous to Figure S4), and
the hydroxyl as both an acceptor and a donor (Figure S6,
Supporting Information) showed systematically too favorable
interaction energies with the carboxyl group using the partial
charges transferred fromM6a/b, which, as described above, were
themselves directly transferred from previous work and seen to
be suitable in the contexts ofM6a/b. The partial charges on the
carboxyl oxygens were therefore adjusted from�0.76 to�0.60e
and the partial charge on the carboxyl carbon decreased from
0.62 to 0.30e. While this may appear to be a large change, it is
important to note that the net charge of �1e on the carboxylate
group remains unaltered and that this net charge is the main
determinant for the strength of electrostatic interactions with this
moiety. Prior to the charge redistribution, QM interactions of the
carboxyl oxygens with water were too favorable by∼2 kcal/mol.
Additionally, interactions with the ether oxygen were too un-
favorable by ∼2 kcal/mol owing to electrostatic repulsion of
water by the adjacent carboxyl carbon. In contrast, with the new
partial charge set, good agreement was achieved with the target
data (Table 3). Bonded and nonbonded parameter optimization
was done self-consistently, and all presented data are from the
final parameter set.
To create a force field model for Neu5Ac 8, parameters from

M8 were combined with those from hexopyranoses,24

polyalcohols,26 and M4. MD simulation of the single example
of Neu5Ac in the deprotonated form in the Cambridge Structural
Database56 (KEMYAC; 4 molecules of monosaccharide in the
β anomeric form + 4 sodium ions + 12 water molecules, in the
complete tetragonal unit cell) pointed to additional parameter
optimization. As with the analogous parameter in crystals for
β-glucoronic acid and R-galacturonic acid, the C1�C2

equilibrium bond length was reduced by 0.042 Å; additionally,
the C2�C3 equilibrium bond length was increased by 0.035 Å,
the O2�C2�O6 equilibrium angle value was reduced by 3.5�,
and the C3�C2�O6 equilibrium angle value was increased by
2.5� in order to achieve good agreement of bonds, angles, and
geometries at and near the carboxylate moiety (Table S7,
Supporting Information). Finally, geometric parameters for the
rectangular unit cell were in very close agreement with the
experimental values (Table 2).
O-Glycans. The O-glycosidic carbohydrate�protein bond,

between the anomeric carbon of a carbohydrate and the side
chain alcohol of either the amino acid serine (Ser) or threonine
(Thr),70,73 is an important biological linkage present, for exam-
ple, in mucin glycoproteins74 and as a post-translational mod-
ification for cytosolic proteins in signaling pathways.75 To
develop force field parameters for O-glycosidic linkages, four
dipeptide derivatives of the hexopyranose analog tetrahydropyr-
an were chosen as model compounds. These model compounds
correspond to the R and β anomers of Ser- (Figure 1,MO1 and
MO2) and Thr-linked (Figure 1, MO3 and MO4) carbohy-
drates. Initial values for bonded and nonbonded parameters were
transferred from ethers,69 carbohydrates,24 and proteins,30 leav-
ing as targets for parametrization the glycosidic dihedrals about
the C1�O1 bond (O5�C1�O1�Cβ and C2�C1�O1�Cβ),
O1�Cβ bond (C1�O1�Cβ�CR and additionally C1�O1�
Cβ�Cγ in the Thr-linked analogs) and the Cβ�CR bond
(O1�Cβ�CR�N and O1�Cβ�CR�C).
To parametrize glycosidic dihedral rotation about the C1�O1

bond and the O1�Cβ bond, 2D MP2/cc-pVTZ//MP2/6-31G-
(d) scans were performed on the O5�C1�O1�Cβ (ϕs)/
C1�O1�Cβ�CR (ψs) surfaces for all four model compounds
(Figure 4). Global minima for the R anomers were located at ϕs/
ψs = �105�/60� and �90�/45� for the Ser and Thr dipeptides
(MO1 andMO3), respectively. For the β anomers, global minima
corresponded to ϕs/ψs values of�75�/75� and�75�/45� for the
Ser andThr dipeptides (MO2 andMO4), respectively. During the
optimized dihedral scans, the only constraints were on the
dihedrals being scanned, thereby allowing full relaxation of all
other degrees of freedom. For example, the peptide backbone
geometry relaxed to various parts of the extended region of the
protein ϕ/ψ Ramachandran surface for each of the four global-
minimum structures, with QM-optimized ϕ/ψ values for the Ser
R,β anomers MO1 and MO2 being �156�/168� and �157�/
161�, respectively, and for the Thr R,β anomersMO3 and MO4
being �153�/170� and �153�/172�, respectively.
For the Ser analogs MO1 and MO2, dihedral parameters for

O5�C1�O1�Cβ, C2�C1�O1�Cβ (both involving rotation
about the same bond C1�O1), and C1�O1�Cβ�CR were
simultaneously fit to bothQMpotential energy scans. Similarly, for
the Thr analogs MO3 and MO4, parameters for the dihedrals
O5�C1�O1�Cβ and C2�C1�O1�Cβ (both involving rota-
tion about the same bond C1�O1) and for C1�O1�Cβ�CR
and C1�O1�Cβ�Cγ (both involving rotation about the same
bond O1�Cβ), were simultaneously fit to both QM scans.
To parametrize the dihedral rotations O1�Cβ�CR�N and

O1�Cβ�CR�C about the Cβ�CR bond, 1DMP2/cc-pVTZ//
MP2/6-31G(d) scans were performed on the O1�Cβ�CR�N
dihedral for all four model compounds (Figure S7, Supporting
Information). Global minima for the R anomers were located at
�60� and 75� for the Ser and Thr dipeptides (MO1 andMO3),
respectively. For the β anomers, global minima corresponded to
dihedral values of �165� and 45� for the Ser and Thr dipeptides
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(MO2 andMO4), respectively. For both the Ser and Thr analogs,
MO1 to MO4, dihedral parameters for O1�Cβ�CR�N and
O1�Cβ�CR�C were simultaneously fit to both the anomeric
QM potential energy scans. To ensure faithful reproduction of
conformational energies near the QM minima, during the MCSA
fitting, the localminimumconformationswere givenweight factors
wi (eq 2) of 3; conformations with energies above 14 kcal/mol,
weight factors of 0; and all other conformations, weights of 1.
A single relevant crystal structure, namely that of a Thr

R-anomer (CSD code, R factor, compound name: COSHEX, 3.8,
O-R-D-mannopyranosyl-(1�3)-L-threonine), was found through
a CSD search, and this structure along with QM-optimized
structures ofMO1�4 were used to guide additional parametriza-
tion of bonded terms. MD simulations of the crystal with two
monomers per unit cell showed that a few transferred equilibrium
bond lengths and valence angles had to be modified to better
match the experimental intramolecular geometries. Therefore, the
O1�Cβ equilibrium bond length was increased by 0.01 Å, the
equilibrium valence angles for O1�Cβ�CR and O1�Cβ�Cγ
were decreased by 4.5� and 1.5�, and the equilibrium valence angle
for Cβ�O1�C1 was increased by 2.0�. These additional optimi-
zations yielded good reproduction of both QM and crystal
geometries (Table S8, Supporting Information) and crystal unit
cell dimensions consistent with other crystals in the present study
(Table 2).
Of note, the O-glycan parametrization was also able to repro-

duce the correct anomeric configurational preference when com-
pared with QM calculations. Defining the anomeric ΔE as ER �
Eβ, for the Ser O-linkage, the MM ΔE value of 1.72 kcal/mol
compares reasonably well with the QM value of 3.17 kcal/mol.
Similar agreement is seen for the Thr O linkage, where the MM
ΔE value is�3.28 kcal/mol and the QM value is�5.27 kcal/mol.
Thus, we note that the force field is able to predict the correct
configurational preferences for both the Ser and Thr linkages
with the Ser linkage favoring the R configuration and the
Thr linkage favoring the β configuration. The final potential
energy surfaces using the final optimized parameters are

presented in Figure 4a�d and Figure S7 (Supporting Information),
with RMSE values with respect to the QM conformational
energies ranging from 0.9 to 2.0 kcal/mol across all of the dihedral
scans.
N-Glycans. Post-translational protein modification by N-linked

glycosylation consists of the addition of oligosaccharides to the
side chains of asparagine (Asn) residues. This covalent modifica-
tion, which occurs in the endoplasmic reticulum, plays a critical
role in cell surface expression and is often required for protein
stability and biological function.70,76 It has been found that
N-linked glycosylation generally occurs at the sequence Asn-X-
Ser/Thr, where X is any amino acid except proline.77,78 This type
of glycosylation is found in nearly all eukaryotes,70,76 and in most
cases the linkage occurs between Asn and N-acetylglucosamine
(GlcNAc), replacing the alcohol moiety of GlcNAc C1 with an
amide linkage to the Asn side chain.
To develop the force field parameters for this linkage, tetra-

hydropyran with N-acetylamine substituted at C1 was chosen as
the model compound, with both R and β anomer analogs used
for the parametrization process (Figure 1,MN1 andMN2).Most
of the initial bond, angle, and dihedral parameters were readily
transferred from the N-acetylamine substitution at the C2
position, as developed for GlcNAc and GalNAc. Additionally,
the O5�C1�N angle parameter was transferred from
O5�C1�O by analogy, and the dihedral parameters
C5�O5�C1�N and O5�C1�N�C were transferred from
those for C5�O5�C1�O and C1�C2�N�C.
To test the transferred parameters QM MP2/cc-pVTZ//

MP2/6-31G(d) scans were performed for the O5�C1�N�C
dihedral in the twomodel compounds (Figure 5a,b). These scans
were followed by two additional scans of the C5�O5�C1�N
dihedral with the O5�C1�N�C dihedral constrained to its
corresponding QM global minimum (Figure 5c,d). In the case of
the C5�O5�C1�N scans, which correspond to ring deforma-
tion, the transferred parameters (Figure 5c,d “MM Trsfd”)
adequately reproduced the target data and could not be
further improved by additional fitting (Figure 5c,d “MM Fit”).

Figure 4. 2D-Dihedral potential energy scans on the O5�C1�O1�Cβ (ϕs) and C1�O1�Cβ�CR (ψs) dihedrals of the model compounds (a)
MO1, (b) MO2, (c) MO3, and (d) MO4 representative of the O-glycan linkages. Energies are in kcal/mol, with contours every 2 kcal/mol. Only
energies below 14 kcal/mol have been plotted for the sake of clarity.
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In contrast, the transferred parameters for O5�C1�N�C,
which determine the energetics of rotation of the N-acetylamine
group, gave incorrect locations for the minimum energies as well
as barriers to rotation that were too high (Figure 5a,b “MM
Trsfd”). Using the QM O5�C1�N�C scans for both model
compounds as target data, dihedral force constants were devel-
oped for the O5�C1�N�C dihedral using the MCSA fitting
procedure, with the same weighting protocol described pre-
viously for the O-glycan model compounds. After fitting, RMSE
values for the MN1 and MN2 O5�C1�N�C scans were 1.36
and 0.58 kcal/mol, respectively, reflecting amuch closer match to
the target QM surfaces (Figure 5a,c “MM Fit”) than with the
transferred parameters.
To test the transferred and optimized parameters, geometrical

descriptors of the QM and MM minimized geometries were
compared along with crystalline intramolecular geometries and
unit cell parameters for C1 monosubstituted monosaccharides. A
CSD survey yielded four monosubstituted N-acetylamine crystals
(CSD ref code, R factor, compound name: AVUVES, 4.02, β-1-N-
acetamido-D-mannopyranose monohydrate, AVUVIW, 3.82, β-1-
N-acetamido-D-galactopyranose, AVUVOC, 3.86, β-1-N-acetami-
do-D-xylopyranose, RESJEE, 3.28, β-1-N-acetamido-D-glucopyranose).
The results of the comparison between the QM and MM
intramolecular geometries and theMD simulations of the infinite
crystals are tabulated in Tables S9 and S10 of the Supporting
Information and demonstrate good agreement of the MM data
with regard to both QM-optimized model compounds’ geome-
tries and crystal data for bonds and angles. MM dihedral angles
are also consistent with target QM and crystal data with the
exception of those involving rotation around the C1�N bond in
the crystal. However, for these O5�C1�N�C and C2�C1�
N�C dihedrals, discrepancies between the crystallographic and
MD average values can be explained as resulting from a flat
energy profile in the region of the global minima. In particular, for
the β anomer analog MN2, the energy cost for going from a
O5�C1�N�C dihedral value of�90� to one of�120� is only
0.5 kcal/mol (Figure 5b). And finally, as with other crystal

simulations, a systematic overestimation of the crystal volumes
was observed (Table 2).
Since N-glycosylation commonly involves linkage of N-acet-

ylglucosamine (GlcNAc) to the side chain of Asn, parameters are
required for the dihedral angle between the nitrogens of the N-
acetlyamine groups at positions C1 (anomeric carbon) and C2 of
GlcNAc involved in such a linkage. To parametrize this dihedral,
tetrahydropyran withN-acetlyamine substitutions at both the C1
and C2 positions was chosen as the model compound, and QM
conformational energies were collected for all four possible
diastereomers (Figure 1, MN3, MN4, MN5, MN6). Initial
parameters for N2�C2�C1�N1 were transferred from the
analogous OCCO dihedral of the hexopyranose monosaccharide
force field, having been developed using ethylene glycol as a
model compound and validated on the basis of crystallo-
graphic ring pucker geometries.24 These transferred parameters
(Figure 6, “MM Trsfd”) reproduce the QM energy scans
(Figure 6, “QM”) as well as the parameters explicitly fit to the
target data (Figure 6, “MMFit”), including good reproduction of
the locations and shapes of global energy minima. Reflecting the
appropriateness of the transferred dihedral parameters are the
similarities in the RMSE values of the transferred vs fit para-
meters for MN3, MN4, MN5, and MN6: 0.88 kcal/mol vs 0.70
kcal/mol, 1.86 kcal/mol vs 1.73 kcal/mol, 0.43 kcal/mol vs 0.44
kcal/mol, and 3.12 kcal/mol vs 3.41 kcal/mol. Thus, the
transferred parameters were retained as the final parameters and
were subsequently used to compare the geometries of the QM
global minimum and theMMminimized geometries (Table S11,
Supporting Information). The MM model, which uses a single
set of parameters for all four model compounds, faithfully
captures bond lengths and angles, thereby requiring no further
adjustment of the equilibrium bond lengths and angles, as well as
most dihedrals. The exception is for the O5�C1�N�C and
C2�C1�N�C dihedrals, where average errors are 20.9� and
18.0�, in part due to the flat potential profile associated with this
dihedral as discussed above. Furthermore, these average errors
are heavily influenced by one outlier, namely MN6, because the
MM optimized geometry of MN6 favors an intramolecular

Figure 6. Dihedral potential energy scans about the N2�C2�C1�
N1 dihedral for model compounds (a)MN3, (b)MN4, (c)MN5, and
(d) MN6.

Figure 5. Dihedral potential energy scans formodel compoundsMN1 and
MN2 representative of the N-glycan linkages. (a) MN1, O5�C1�N�C;
(b) MN2, O5�C1�N�C; (c) MN1, C5�O5�C1�N; (d) MN2,
C5�O5�C1�N.
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hydrogen bond between the two acetylamine units, thereby
locking the O5�C1�N�C dihedral angle at 153� compared
to the QM value of 83�. Excluding this compound from the
analysis yields average errors of 4.8� and 0.3� for these two
dihedrals. A CSD survey yielded only one disubstituted
N-acetylamine crystal (CSD ref code, R factor, compound name:
CAKFAV, 2.50, N0-(2-acetamido-2-deoxy-β-D-glucopyranosyl)
acetamide monohydrate). On the basis of an MD simulation of
the crystal, all bond lengths and valence angles are well repro-
duced by the transferred force field parameters (Table S12,
Supporting Information), with average errors for bond lengths
of 0.008 Å and ranging from �1.1� to +2.1� for valence angles.
Furthermore, all dihedral angles, including those for rotation
about both the C1�N and C2�N bonds, are well reproduced by
the transferred parameters. Finally, percentage errors for the unit
cell parameters A, B, C, and βwere calculated to be�0.1%, 0.8%,
4.7%, and �19.6%, respectively, and the error in the crystal
volume was 1.0% (Table 2). The large change in β is due to a
slight shift of the two monomers in the crystal with respect to
each other; however, this change does not lead to a significant
change in the unit cell volume.
To test the applicability of the above parametrization for

amino acid�carbohydrate conjugates, the optimized parameters
were applied to crystalline N-linked monosaccharides. A CSD
survey yielded three crystal structures of N-linked monosacchar-
ides, all with the N-linkage in the β conformation (CSD ref code,
R factor, compound name: ASGPRS, 6.00, 2-Acetamido-1-N-
(L-aspart-4-oyl)-2-deoxy-β-D-glucopyranosylamine hydrate, BEH-
PIN,5.40,4-N-(2-acetamido-2-deoxy-β-D-glucopyranosyl)-L-asparagine
trihydrate, BEHPOT, 7.20, 4-N-(β-D-glucopyranosyl)-L-aspara-
gine monohydrate). In all cases, the MD simulations reproduced
crystallographic bond lengths, valence angles, and dihedral angles
to within acceptable errors (Table S13, Supporting Information),
with the exception of the C1�C2�N2�C and C3�C2�N2�C
dihedrals. These latter dihedrals correspond to rotation about the
N2�C2 bond, and the observed error can be rationalized from
the potential energy surface for the model compound M4
(Figure 3a), where the conversion from oneminimum to another
in the crystal simulation corresponds to conversion across the 0.5
kcal/mol barrier from one of the two global minima to the other
in M4. And finally, all unit cell parameters as calculated by
averaging across the MD trajectories were close to the corre-
sponding experimental crystallographic values (Table 2).
II. Application to Example Systems. Toward demonstrating

the utility of the new parameter set, MD simulations were done
on relevant carbohydrates alone and covalently conjugated or
noncovalently bound to proteins. Carbohydrate-only systems
consisted of aqueous simulations of monomeric GlcNAc, the
linear glycosaminoglycan polymer hyaluronan, and the branched
glycan sialyl Lewis X. Covalent carbohydrate�protein conju-
gates consisted of two glycoproteins containing only N-linked
glycans and two glycoproteins having both N-linked and
O-linked glycans. Finally, a MD simulation was performed on
sucrose noncovalently bound to a lectin.
Conformational Properties of the GlcNAc Acetamido Group.

NMR studies on GlcNAc allow for testing the ability of the force
field to reproduce conformational sampling of this sugar in
solution. On the basis of the potential energy scan for M4
(Figure 3a), the acetamido group of GlcNAc is anticipated to
have three stable conformations. Using previously developed
Karplus equations for three-bond J-coupling 3J(HNH2) between
the protons on C2 and the amide nitrogen,79 it is possible to

compare the conformational properties of this moiety in aqueous
MD simulations with NMR data. The relevant H�N�C2�H
dihedral value θ can be related to the M4 CT�N�C2�C3
dihedral scan data by the relationship θH�N�C�H = θC�N�C�C

� 60�, which yields three minima for θH�N�C�H: one at 0� (cis)
and two energetically equivalent minima on either side of 180�
(trans� and trans+), with the trans minima 1.7 kcal/mol more
stable than the cis minimum in the MM representation
(Figure 3a). θH�N�C�H values from three 10 ns trajectories
each of the R- and β-anomers of GlcNAc show very different
behavior for the two anomers. In the case of the R-anomer, the
population of sampled states is trans� . trans+ > cis, where
overall trans > cis, as anticipated from the vacuum potential
energy surface of the model compound, but with a clear energetic
asymmetry introduced between trans� and trans+ (Figure 7a).
The deviation from the vacuum potential energy surface ofM4 is
even more striking in the case of the β-anomer, in which the
population of sampled states is cis. trans (Figure 7b); it is worth
emphasizing that all force field parameters are exactly the same
for the two anomers. Interestingly, in cases where trans is
undersampled relative to the M4 surface, namely trans+ for the
R-anomer and both trans� and trans+ for the β-anomer, the
sampled trans conformations deviate from theM4 ideal values of
trans�/trans+ = +135�/�135� (dashed lines in Figure 7a, b).
Visualization of the trajectories did not point to any obvious

stabilizing or destabilizing interactions as causing the difference
between the acetamido cis/trans conformational preferences
between the two anomers. However, the populations may be
rationalized in the context of the rotational profiles of the
acetamido group in the absence of electrostatic interactions

Figure 7. Conformational properties of the GlcNAc acetamido group.
θH�N�C�H vs time is shown for the R- (a) and β-anomers (b) in three
independent aqueous MD simulation trajectories (+, �, /) for each
anomer, along with dashed lines at �135�/0�/+135�. Also shown are
(c) the gas-phase potential energy surfaces for θH�N�C�H in R- (solid
line) and β-GlcNAc (dashed line) in the absence of electrostatic
interactions and (d) the gas-phase potential energy surfaces for
θH�N�C�H forM4 with (solid line) and without (dashed line) electro-
static interactions.
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(Figure 7c). Without electrostatic interactions, there is no
possibility of intramolecular hydrogen bonding or electrostatic
repulsion between the acetamido group on C2 and the hydroxyl
groups attached to C1 and C3, and to a very rough approxima-
tion, this mimics the electrostatic shielding in aqueous solution.
The energy of the β-anomer as a function of H�N�C2�H has
a global minimum in the cis conformation, with a broad local
minimum of +1 kcal/mol at the trans conformation (Figure 7c).
This energy surface explains the preference for the cis con-
former along with sampling of the ideal trans conformation
instead of the trans+ and trans� conformations (Figure 7b).
Likewise, for the R-anomer, the vacuum potential energy sur-
face in the absence of electrostatic interactions mirrors the
acetamido conformational sampling for aqueous R-GlcNAc
(Figure 7a,c). In particular, the surface is no longer symmetric
about H�N�C2�H = 0�, because, unlike β-GlcNAc, which
has both C1 and C3 hydroxyls in equatorial configurations, the
C1 hydroxyl is axial. As a result, the combination of bonded and
LJ force field terms yields a global minimum at trans�, which is
the conformational state preferentially sampled by β-GlcNAc.
Finally, to highlight the importance of electrostatics, it is worth
noting that in the absence of electrostatic interactions, the cis
H�N�C�H conformation for M4 becomes the global mini-
mum by 0.4 kcal/mol relative to the trans( local minima,
whereas when the full force field representation is used, the
trans( conformations are 1.7 kcal/mol more stable than the cis
(Figure 7d).
Mobli and Almond recently developed Karplus equations

specifically for the R- and β-anomers of GlcNAc,79 where
3J(HNH2) for the R-anomer is described by

J ¼ 9:56cos2ðθÞ � 1:62cosðθÞ þ 0:69 ð4Þ
and for the β-anomer by

J ¼ 9:45cos2ðθÞ � 2:08cosðθÞ þ 0:63 ð5Þ
Using the above equations to calculate ensemble average cou-
pling values Æ3Jæ from the MD trajectories yields values of 7.0 (
0.1 and 7.7( 0.4 Hz (where errors are 95% confidence intervals
using the Æ3Jæ from each trajectory as an independent sample) for
the R- and β-anomers, respectively. In comparison, the values
from NMR experiments are 8.9 and 9.1 Hz.79 Equation 4 for the
R-anomer hasmaxima of 11.9Hz at(180� and 8.6Hz at 0� and a
minimum of 0.7 Hz at(90�. Similarly, eq 5 for the β-anomer has
maxima of 12.2 Hz at(180� and 8.0 Hz at 0� and minima of 0.6
Hz at (90�. Assuming that the above QM-derived Karplus
equations are appropriate, interpretation of the MD data is
complicated by the fact that both the cis and trans conformations
correspond to maxima in eqs 4 and 5. Thus, the underestimation
of the 3J values from the MD simulations relative to NMR may
arise from local structural deviations from idealized cis or trans
geometries, from inaccurate sampling of cis vs trans conforma-
tional populations, or from a combination of these factors. Using
a similar MD protocol with a different force field, the developers
of the above equations computed Æ3Jæ values of 8.9 and 10.4 Hz
for the two anomers.79 While their computed value for the
R-anomer exactly reproduces their NMR value, the computed
β-anomer value is overestimated by nearly the same amount as it
is underestimated in the present study. More importantly, in the
previous work, the R-anomer exclusively sampled the trans
conformation, and the β-anomer preferentially sampled the trans
conformation vs cis by a factor of 9 to 1. This is in contrast to the

present work, where the R-anomer does demonstrate some
sampling of the cis conformation and where the β-anomer
samples the cis conformation almost exclusively (Figure 7). With
regard to the significant preference of the β-anomer for the cis
conformation observed here, it is unlikely that it is due to kinetic
trapping, as all three trajectories were minimized, heated, and
equilibrated with positional restraints on the monosaccharide
atoms such that the acetamido group maintained a trans+

geometry during these initial phases of the simulation. Thus, it
remains an open question as to whether or not the β-GlcNAc
acetamido group prefers the cis or trans conformation in aqueous
solution, or some combination of the two, as all of these
possibilities are consistent with the experimental 3J value.
Conformational Properties of Oligomeric Hyaluronan. The

linear glycosaminolygcan hyaluronan, composed of GlcNAc and
glucuronate (GlcUA) residues, is an important component of the
extracellular matrix and plays structural as well as molecular-
recognition roles in biology.80,81 The component monosacchar-
ides of hyaluronan are linked together in the repeating motif, ...
GlcUA�β(1f3)�GlcNAc�β(1f4)�GlcUA... (Figure 8a),
and the linear polymer can reach molecular weights of over 1
million Daltons.80,81 Recently, the aqueous structure of hyalur-
onan oligomers has been deduced via NMR spectroscopy as
being close to a contracted left-handed 4-fold helix,82 and the ϕ/ψ
dihedral angles of this repeating structure are maintained when
hyaluronan oligomers form complexes with the hyaluronan-
binding domain (HABD) of the cell-surface protein CD44.83

Using the hyaluronan 8-mer (HA8; Figure 8a, n = 4) coordinates
from the A-form HABD:HA8 complex [PDB ID: 2JCQ83],

Figure 8. Conformational properties of the glycosidic linkages in
hyaluronan. The chemical structure of hyaluronan is shown (a),
demonstrating the GlcUA�β(1f3)�GlcNAc linkage. To either side
of this linkage are GlcNAc�β(1f4)�GlcUA linkages, and monosac-
charide residues are numbered starting at the reducing end of the
polymer. Boltzmann-inverted hyaluronan 8-mer ϕ/ψ probability dis-
tributions for GlcUA�β(1f3)�GlcNAc (b) and GlcNAc�
β(1f4)�GlcUA glycosidic linkages (c) are shown (in kcal/mol;
contour lines are every 1 kcal/mol). ϕ = H1�C1�Olink�Cx and ψ =
C1�Olink�Cx�Hx, and data have been aggregated across all linkages of
the same type in the 8-mer and across five independent 50 ns simula-
tions. ϕ/ψ angles fromNMR81 and X-ray crystallographic83 structures of
hyaluronan are shown as �’s and open squares, respectively.
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five 50 ns simulations of aqueousHA8were performed. The crystal-
lographically unresolved coordinates of residue GlcUA8 were
generated using force field default internal geometries for the
monosaccharide, in which the hexopyranose ring is in the
energetically favored 4C1 chair conformation, and GlcUA8�
β(1f3)�GlcNAc7 ϕ/ψ dihedral angles’ geometries were con-
structed in accord with the NMR/crystallographic conforma-
tions. The HA8molecule was centered in a truncated octahedron
with sufficient water molecules so that it was at least 10 Å from
the nearest edge of the system, overlapping water molecules were
deleted, and four sodium ions were added at random positions to
achieve a system of net neutral charge. The system was briefly
minimized, heated, and equilibrated with harmonic restraints on
HA8 atomic positions, and then the system was simulated with a
time step dt of 0.002 ps and a cutoff value c of 10 Å with only a
harmonic restraining potential on the HA8 center-of-mass, with
other MD details per the Methods section. Five independent
trajectories were achieved by the random assignment of velocities
to the same system at the start of the five separate simulations.
HA8 contains four GlcNAc residues, allowing for the calcula-

tion of four separate ensemble-average 3J(HNH2) values Æ3Jæ, one
for each residue, using the Karplus relationship in eq 5 for
β-GlcNAc. Except for the reducing end residue, for which Æ3Jæ
is underestimated by 1.6 Hz, the values computed using eq 5 and
theMD conformations are in excellent agreement with values for
NMR experiments on hyaluronan oligomers (Table 4). The
conformational properties of the acetamido group are seen to be
sensitive to the local environment, as was the case for the R- vs
β-anomers of GlcNAc. In particular, the reducing-end GlcNAc
acetamido group, which has its C1 hydroxyl in the β-anomeric
configuration, primarily samples the cis conformation, whereas
the other three GlcNAc acetamido residues preferentially sample
the trans conformation, and this conformational difference is
reflected in the slightly lower value of Æ3Jæ for GlcNAc1 (Table 4).
The key difference between the local environments of the
acetamido group for GlcNAc1 vs the three other GlcNAc
residues is the presence of the carboxyl group on the preceding
GlcUA residue. As GlcNAc1 has no such neighboring residue, its
acetamido group cannot act as a hydrogen bond donor to
the neighboring carboxyl group, which when formed acts to

stabilize the trans conformation.82 Lacking this stabilization, the
GlcNAc1 acetamido group shows conformational behavior
similar to that described above for the β-anomer of GlcNAc
monosaccharides.
The HA8 ϕ/ψ dihedral distributions from these simulations

are consistent with NMR82 and X-ray crystallographic83 struc-
tures of oligomeric hyaluronan. There is a pronounced global
free-energy minimum in each of the distributions for the
GlcUA�β(1f3)�GlcNAc andGlcNAc�β(1f4)�GlcUA lin-
kages, and for both linkage types, the location of the MD global
free-energy minimum coincides with the experimental ϕ/ψ
values (Figure 8b,c). While there are two additional local
free-energy minima in the case of GlcUA�β(1f3)�GlcNAc
and one additional minimum in the case of GlcUA�
β(1f4)�GlcNAc, these are 2�3 kcal/mol higher in free energy
relative to the global minimum and as such correspond to <5% of
the sampled conformations. Therefore, the glycosidic linkage
parameters that were previously developed using model com-
pound hexopyranose disaccharide analogs lacking hydroxyl or
hydroxymethyl groups and validated in the context of hexo-
pyranoses27 do demonstrate transferability to a polymer com-
posed of hexopyranose derivatives.
Conformational Properties of Sialyl Lewis X. Sialyl Lewis X

(sLeX) is a tetrasaccharide carbohydrate moiety of particular
importance in molecular recognition and has roles in normal cell
function such as leukocyte homing84,85 as well as in disease states
such as cancer86 and chronic inflammatory conditions.87 The
sLeX tetrasaccharide consists of Neu5AcR(2f3)Galβ(1f4)-
[FucR(1f3)]GlcNAcβO-R, where “-R” indicates linkage of the
reducing-end GlcNAc to another moiety. Given the three
glycosidic linkages connecting the four component monosac-
charides, a significant degree of conformational heterogeneity is,
in principle, possible, and pioneering work combined carbohy-
drate synthesis, NMR spectroscopy, and computational studies
to elucidate the structural and conformational properties of
sLeX.88�92 Here, using glycosidic dihedral angles from one of
these studies,89 sLeX was built, solvated in a truncated octahe-
dron of water molecules extending at least 10 Å in all directions
from the solute molecule and with a single neutralizing sodium
counterion, briefly minimized and heated with harmonic re-
straining potentials on sLex heavy atom positions, and then, after
removal of the positional restraints, simulated for 25 ns with a
cutoff value c = 10 Å and a time step dt = 0.002 ps. Five such

Table 4. Comparison of Hyaluronan Oligomer Acetamido
3J(HNH2) Values (Hz) from Simulations with NMR
Experiments

experiment82 MDa

HA4 HA6 HA8

reducing end 9.8 9.7 8.1 ( 0.1 (85% ( 3%)

coreb n/a 9.8 9.9 ( 1.3 (17% ( 46%)

n/a n/a 10.3 ( 0.1 (1% ( 3%)

nonreducing end 9.7 9.7 10.1 ( 0.7 (10% ( 29%)
aMD 3J(HNH2) values are calculated as the average Æ3Jæ, where Æ3J æ is
the ensemble-average 3J(HNH2) in one 50 ns MD simulation, and there
are five Æ3Jæ’s, one from each simulation. Values in parentheses are the
average % of conformations sampled that are cis. Error values are 95%
confidence intervals calculated as 2.78(average(Æ3J æ or % cis))/sqrt(5). %
trans = 1�% cis, and confidence intervals for % trans are identical to those
for % cis. bRefers to GlcNAc residues that are neither at the reducing
end (residue i = 1) nor at the nonreducing end (residue i = 2n � 1). In
the case of HA8, these are listed in order from the reducing end to
the nonreducing end.

Figure 9. Time-dependent conformational properties of the Neu5AcR-
(2f3)Galβ glycosidic linkage in sLeX. Data are shown for the ϕ dihedral
angle (a; defined as C1�C2�Olink�C3) and the ψ dihedral (b; as
C2�Olink�C3�H3) for all five 25 ns simulations. Dashed lines
indicate values from the reference NMR structure used to seed the
simulations.
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simulations were done, with random assignment of initial
velocities to generate different MD trajectories.
While two of the three sets of glycosidic linkage dihedral

angles retained their initial values for all 25 ns in all five
trajectories, the third set, namely Neu5AcR(2f3)Galβ, was
not stable in any of the trajectories. Rather, the ϕ dihedral angle,
defined as C1�C2�Olink�C3, rapidly relaxed in all cases from
the initial value of +163� to one of �70� (Figure 9a). Likewise
the ψ dihedral, defined as C2�Olink�C3�H3, rapidly relaxed
in all cases from the initial value of �61� to one of 0�
(Figure 9b). Interestingly, this relaxation was to the region of
glycosidic ϕ/ψ space corresponding to that sampled in a
previous combined NMR/MD study92 that represents one of
the pioneering studies on the conformational properties of sLeX.
Importantly, in that study, a 5 ns MD simulation was done in
vacuo with a dielectric constant of 80 to account for solvent
screening of electrostatic effects; this was in contrast to the
reference study,89 in which in vacuo molecular mechanics
minimization was used for model refinement.
In the time since the initial work on isolated sLex, crystal

structures of protein:sLex complexes have become available.
Searches of the PDB using first the search term “slex” and
second the search term “lewis x” yielded six such complexes as
of January 2011 (PDB IDs: 1G1R, 1G1T, 2KMB, 2R61, 2RDG,

2Z8L), all of which are noncovalent complexes of sLex with
sLex-binding proteins. For comparison with the reference NMR
ϕ/ψ angles, missing hydrogen atoms were assigned to the
crystal sLex structures using force field geometries, and then
each complete crystallographic sLex molecule was minimized
with harmonic dihedral restraining potentials on heavy-atom
ϕ/ψ dihedral angles. Using these optimized crystallographic
models, ϕ/ψ angles were noted to be in the same region as the
global free-energy minimum in the present MD study for the
Neu5AcR(2f3)Galβ linkage, as well as for the other two
glycosidic linkages in sLex (Figure 10). Thus, in accord with
early NMR/MDwork92 and later crystallographic work, each of
the three ϕ/ψ angles in sLex has a prominent global free-energy
minimum, which is preserved in going from aqueous solution to
a protein-bound state. Additionally, prior MD and NMR
studies92,93 have noted that the Neu5AcR(2f3)Galβ linkage
in unbound sLex is not confined to the global minimum,
consistent with the present results (Figure 9), whereas upon
protein binding this glycosidic linkage does become conforma-
tionally constrained,93 consistent with the later crystal struc-
tures of sLex:protein complexes.
Glycoprotein Systems. Four crystal structures obtained from

the PDB database were used to study O and N linkages in a
protein environment. These structures were chosen as they

Figure 10. Conformational properties of the sLeX glycosidic linkages Neu5AcR(2f3)Galβ (a; ϕ/ψ = C1�C2�Olink�C3/C2�Olink�C3�H3),
Galβ(1f4)GlcNAc (b; ϕ/ψ = H1�C1�Olink�C4/C1�Olink�C4�H4), and FucR(1f3)GlcNAc (c; ϕ/ψ = H1�C1�Olink�C3/
C1�Olink�C3�H3). MD data have been aggregated from the 5�25 ns intervals of five separate simulations and Boltzmann-inverted, with contours
every 1 kcal/mol. The 0�5 ns interval from all simulations was excluded to minimize sampling artifacts arising from time-dependent relaxation of the
starting conformation. �’s indicate values from the reference NMR structure used to seed the simulations, and squares are values from sLeX:protein
noncovalent complexes from the PDB (see text).
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contain multiple glycosylation sites and have been solved at a
high resolution (Table S14, Supporting Information). The
Reduce software94 was used to place missing hydrogen positions
and to choose optimal Asn andGln side chain amide andHis side
chain ring orientations. Patch residues were used to incorporate
disulfide bonds and the O- and N-glycosidic linkages between
Ser/Thr or Asn residues and the relevant sugar units. Crystal-
lographic water molecules, counterions, and heteroatoms were
included while building the crystal structure for simulations.
Scripts obtained from CHARMM-GUI95 and modified accord-
ingly were used to set up the simulations, and the CHARMM
software was used to solvate each system in a box of dimensions
chosen so as to have 10 Å between the protein extremities and the
edge of the solvent box (Table S14). Systems were neutralized by
adding the appropriate number of counterions and then energy
minimized. MD equilibration involved a 100 ps NVT simulation
in which harmonic restraints were applied on the protein and the
carbohydrate moieties followed by a 200 ps NPT simulation in
which all of the restraints were removed. The equilibrated
structures were then used for 16 ns production simulations that
were performed using NAMD version 2.7b1,96 the last 10 ns of
which were used for subsequent analysis of ensemble properties.
Analysis of the trajectories revealed a common theme, namely,

that the glycan portions of the glycoprotein systems exhibit greater
conformational variability than the protein portions. For all
systems studied, the overall RMSDs of the complete glycoproteins
remain lower than 3 Å for the entire simulation lengths (Figure S8a,
Supporting Information). On decomposing the overall RMSD
into carbohydrate (Figure S8b) and protein components (Figure
S8c), the carbohydrate regions demonstrate high flexibility with
deviations as large as 8 Å in some cases, while the underlying
protein regions remain very stable, with the RMSD always lower
than 2 Å. The high RMSD for the carbohydrate regions is
consistent with the high flexibility of carbohydrates, as observed
in both NMR and crystallographic studies. In fact, the high
conformational variability of carbohydrate regions, combined
with the variable glycosylation of identical sites in a sample of a
given protein (“microheterogeneity”), is known to hinder crystal-
lographic studies of glycoproteins, posing a barrier to progress for
the accumulation of structural data on glycoproteins.97,98

Pooled data from the last 10 ns of the simulation trajectories
were used to assess the flexibility of Asn side chains conjugated to
glycans aswell as the flexibility of the associated glycosidic linkages.

The key observations from these pooled data are that (1) the
sampled conformations strongly overlap with crystallographically
observed conformations, suggesting correct placement of the
molecular mechanics free-energy minima, and (2) there is greater
flexibility associated with dihedral atoms exclusively in the Asn side
chain as compared to dihedral atoms involved in the glycosidic
linkage. With regard to the glycosidic linkage O5�C1�Nδ�Cγ/
C1�Nδ�Cγ�Cβ dihedrals, two well-defined minima are
sampled in the simulations, and both minima are populated in
the crystals (Figure 11a). Moving from the glycan toward the
protein backbone, the C1�Nδ�Cγ�Cβ/Nδ�Cγ�Cβ�CR
dihedrals sample a narrow distribution in the C1�Nδ�Cγ�Cβ
coordinate and a broad distribution in the Nδ�Cγ�Cβ�CR
Asn side chain atoms, similar to that seen in crystal structures
(Figure 11b). Finally, looking at sampling of the Nδ�Cγ�Cβ�
CR/Cγ�Cβ�CR�N, wherein all eight atoms belong to the
Asn side chain, a great deal of flexibility is seen, both in the
simulations and in the crystal structures (Figure 11c). Here, the
Nδ�Cγ�Cβ�CR dihedral confers high flexibility to the N
linkage. In addition to being consistent with the crystal structures
considered here, the varying degrees of conformational flexibility in
the simulation data are consistentwith a survey of over 500N-linked
glycans in the PDB.99 Of particular note is the Cγ�Cβ�CR�N
dihedral, which adopts three well-defined conformationswith values
of 60�, 180�, and 300� corresponding to the g+, anti, and g�
conformational states. The simulation probabilities are g� (23%),
anti (64%), and g+ (13%), which compares favorably to probabil-
ities from the latter survey of g� (18%), anti (50%), and g+ (32%).
Pooled data for O linkages—namely O5�C1�O1�Cβ/

C1�O1�Cβ�CR and C1�O1�Cβ�CR/O1�Cβ�CR�N
dihedral distributions—are presented in Figure 12. The type of
O linkage affected the flexibility of the C1�O1�Cβ�CR dihedral,
which was found to be flexible in Ser linkages butmore restricted in
Thr linkages, with the dihedral sampling conformations around
+120� for R-Thr linkages and around +150� for β-Thr linkages.
This latter pattern of sampling has also been observed in a
combined NMR/MD study of model (R/β)Thr�O�GalNAc
diamides.100 The O1�Cβ�CR�N dihedral is found to adopt
three well-defined conformations with values of�60�,(180�, and
+60�, which correspond to the g�, anti, and g+ conformational
states, which in turn influences the folding-back of the carbohydrate
moiety onto the peptide backbone. Additional analysis of the
individual linkages revealed O5�C1�O1�Cβ dihedral angle

Figure 11. Boltzmann-inverted glycosidic dihedral angle distributions associated with theN-glycan linkage. (a)O5�C1�Nδ�Cγ/C1�Nδ�Cγ�Cβ
distribution, (b) C1�Nδ�Cγ�Cβ/Nδ�Cγ�Cβ�CR distribution, and (c) Nδ�Cγ�Cβ�CR/Cγ�Cβ�CR�N distribution. Squares indicate the
values observed in the crystallographic structure. Contours are mapped every 1 kcal/mol.



3176 dx.doi.org/10.1021/ct200328p |J. Chem. Theory Comput. 2011, 7, 3162–3180

Journal of Chemical Theory and Computation ARTICLE

sampling in the region of +60� for the R anomers and�60� for the
β anomers, consistent with the exoanomeric effect seen in sugars.101

Lectin�Sucrose Noncovalent Interactions. The designed
chimeric cyanovirin-N homologue protein102 is composed of
two domains (A and B), each of which binds one sucrose
molecule in sites well separated from each other. Since both
X-ray and NMR structures of the complex have been solved,102

this protein was chosen as a test case for noncovalent pro-
tein�carbohydrate interactions. Chain A was chosen out of the
two very similar molecules resolved in the crystal asymmetric
unit cell of PDB entry 3HP8.102 The system preparation
consisted of adding the three missing N-terminal residues to
the protein using the MODELER package,103�106 followed by
applying the Reduce software94 to choose optimal Asn and Gln
side chain amide and His side chain ring orientations and the
CHARMM software107 to addmissing hydrogens and solvate the
system in a rectangular box with dimensions 74 Å � 53.8 Å �
52 Å, chosen to have 10 Å between the protein extremities and
the edge of the solvent box; the net system charge was made
neutral by replacing four randomly chosen water molecules
with sodium ions. The system was minimized, heated by
periodic reassignment of velocities, and equilibrated for 50
ps, all with harmonic restraints on protein and sucrose atoms,
after which the system was simulated for 21 ns without
restraints, the last 20 ns of which was used to collect data
for analysis.

During the 20 ns simulation, the sucrose molecule associated
with the A domain (SucA) and the sucrose molecule associated
with the B domain (SucB) remained bound to the shallow,
surface-exposed sites in domains A and B, respectively. Over the
course of the simulation, both molecules sampled only a narrow
range of glycosidic ϕ-dihedral values (Figure 13a,b). However,
the much broader range of glycosidic ψ-dihedral values spanned
by SucA points to greater flexibility of the sucrose molecule
bound to domain A. In addition to the conformational region
around ψ = �60�, which is populated by SucB, SucA also visits
regions near ψ = +60�. These observations, particularly the
alternate ψ = +60� conformational basin populated by SucA, are
consistent with the conformational behavior of sucrose in solu-
tion, as studied previously.108 This greater flexibility is mirrored
in the higher RMSD of SucA compared to SucB (Figure 13c),
despite both molecules remaining bound to their respective
pockets. The higher flexibility of SucA observed in the simulation
is consistent with experimental data for the system: more NMR
resonances are affected in domain A as a result of sucrose binding
than in domain B; the average of the SucA atoms’ crystallographic
B factors is 33.7 Å2 vs 18.4 Å2 for SucB, and though both are only
weakly bound, the experimentally measured apparent binding
affinity of SucA is lower than that of SucB (Kd = 15.2 and 7.3 mM,
respectively).102

To better understand the differences between SucA and SucB,
the probability of protein�sucrose hydrogen bonds (H bonds)

Figure 12. Boltzmann-inverted glycosidic dihedral angle distributions associated with O-glycan linkages. (a) O5�C1�O1�Cβ/C1�O1�Cβ�CR
distributions and (b) C1�O1�Cβ�CR/O1�Cβ�CR�N distributions are shown, with data collected from the Ser O-linkages in the top panel and
from Thr O-linkages in the lower panel. Squares indicate the values observed for the Ser and Thr O-linkages in the crystallographic structures respectively.
The side panel of b contains probability distributions associated with the O1�Cβ�CR�N dihedral angle. Contours are mapped every 1 kcal/mol.
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was analyzed. The presence of a hydrogen bond was based on a
distance cutoff of 2.4 Å for the acceptor to hydrogen distance.
The SucA glucose moiety preserves the H bonds observed in the
crystal structure between the C3 hydroxyl group and the Asn99
backbone amide and Gln98 carbonyl oxygen with >95% prob-
ability (residue naming is per ref 102). H bonds between the C4
hydroxyl group and Ser2 backbone carbonyl and Ser6 side chain
hydroxyl are preserved with >99% probability. A third H bond
between the C2 hydroxyl and carbonyl oxygen of Asn99 is
preserved with >99% probability. In contrast, the H bonds
formed by the fructose moiety are not as highly preserved as
the ones formed by the glucose moiety, and this, combined with
flexibility about the ψ dihedral, accounts for the flexibility of
bound SucA. In particular, the H bond between the C3-hydroxyl
and the Asn99 backbone carbonyl oxygen and Asn101 amide is
preserved with 56% and 51% probability, respectively, whereas
the one between the C4-hydroxyl group and Arg24 backbone
carbonyl oxygen is preserved with only 37% occupancy.
As with SucA, H bonds for the glucose moiety of SucB tend

to be stable during the course of the simulation. In particular, H
bonds between the glucose C4-hydroxyl group and the Asn43
backbone amide and Gln53 carbonyl oxygen are preserved
with >90% probability, and the C3-hydroxyl oxygen of the
glucose moiety preserves a water mediated H bond with the

Gln53 backbone amide with 38% probability. And while the
water mediated hydrogen bond between the C3-hydroxyl
hydrogen and Asn54 side-chain carbonyl observed in the
crystal is preserved with only 10% occupancy, the glucose ring
nonetheless remains firmly bound in its crystallographic con-
formation. Additionally, unlike SucA, H bonds observed in the
crystal between the protein and the SucB fructose moiety are
maintained. These include preservation of the hydrogen bond-
ing involving the C3-hydroxyl group and Asn43 carbonyl
oxygen and D45 backbone amide with >80% probability.
The H bond between the C4 hydroxyl group and carbonyl
oxygen of Arg81 is preserved with 91% probability. The
preservation of the H-bond network between the fructose
moiety of SucB and the protein is consistent with the lesser
flexibility about the ψ dihedral for SucB (Figure 13b).
On the basis of these simulations, while binding of the glucose

moiety is preserved for sucrose in both binding pockets, subtle
structural differences in the binding pockets in the two domains
yield a sucrose molecule bound to domain A with a higher degree
of flexibility, consistent with NMR, crystallographic, and binding
affinity data.102 These results suggest that the interactions
between the carbohydrate and protein aspects of the force field,
as well as competition with the solvent, are properly balanced, an
outcome of the consistent approach used for the optimization of

Figure 13. Glycosidic ϕ/ψ (gOring�gC1�Olink�fC2/gC1�Olink�fC2�fOring, where the superscripts “g” and “f” indicate the glucose and the fructose
groups, respectively) dihedral angle distributions and RMSD values for sucrose bound noncovalently to the designed chimeric cyanovirin-N homologue
protein. Boltzmann-inverted ϕ/ψ distributions are shown for the sucrose molecule bound to the A domain (a) and the sucrose molecule bound to the B
domain (b; contours every 1 kcal/mol), as well as heavy-atom RMSD values for the A-domain and B-domain sucrose molecules with respect to the
crystallographic coordinates (c; solid line and dashed line, respectively). Squares indicate the values observed in the crystallographic structure.
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the nonbond parameters in the comprehensive CHARMM
additive force field for biomolecules.

’CONCLUSIONS

The present set of parameters is an important addition to the
existing CHARMM carbohydrate force field, as it enables the
modeling of common eukaryotic glycans, including glycopro-
teins. The parametrization has in fact already shown its utility in
studying such systems. In one case, simulations were undertaken
on a series of compounds containing five different sugars and the
dipeptides of Ser and Thr, yielding 14 molecules when the
different anomers are taken into account.109 For eight of these
molecules, NMR experimental J-coupling and NOE solution
data are available,100,110,111 and there was overall excellent
agreement between the experimental NMR observables and
those calculated from simulations using the present force field.
In another case, simulations were undertaken on the glycosami-
noglycan polymer hyaluronan in a noncovalent complex with the
hyaluronan-binding domain of the type I transmembrane protein
CD44, resulting in the description of two key monosaccharides
in the polymer important for binding as well as a key residue in
the protein involved in conformational switching of the hyalur-
onan-binding site.112 Additional future directions of interest
include evaluation of the ring conformational equilibria including
the complicated behavior of iduronate,113,114 glycosidic confor-
mational transitions that can occur on time scales longer than
tens of nanoseconds,115 and the force field description of sulfated
and phosphorylated carbohydrates. With regard to this latter
direction, work is underway both with regard to parametrization
and application.

One consistent trend in the present work is the overestima-
tion of crystal volumes for neutral compounds; this trend is not
unexpected given similar results in CHARMM force field
models for hexopyranose and furanose monosaccharides,24,25

linear sugars and sugar alcohols,26 and disaccharides.27,28 One
possible explanation is that the highly directional hydrogen
bonding in the crystal environment is at odds with the para-
metrization protocol for hydroxyl groups, which targeted the
molecular volumes and heats of vaporization of neat alcohols
and therefore is, in a sense, a mean-field approach to developing
transferable additive force field parameters. Current work on
introducing electronic polarizability into the molecular me-
chanics framework may help to alleviate this limitation, ideally
by yielding a force field where a single set of parameters can
yield quantitative results in the gas phase, the crystalline
environment, and both aqueous and organic solutions.116

Finally, it is worth noting that much of the present work is
transferable to glycans linked to lipids,117 which represent another
major class of biomolecules—in addition to proteins—having
covalent linkages to carbohydrates. The completion of work
presently underway toward this aim will result in an optimized
CHARMM additive force field capable of describing the vast
majority of heterogeneous biomolecular systems known in eukaryotic
biology.
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ABSTRACT: DNA structural deformations and dynamics are crucial to its interactions in the cell. Theoretical simulations are
essential tools used to explore the structure, dynamics, and thermodynamics of biomolecules in a systematic way. Molecular
mechanics force fields for DNA have benefited from constant improvements during the past decades. Several studies have evaluated
and compared available force fields when the solvent is modeled by explicit molecules. On the other hand, few systematic studies
have assessed the quality of duplex DNA models when implicit solvation is employed. The interest in an implicit modeling of the
solvent consists of the important gain in simulation performance and conformational sampling speed. In this study, respective
influences of the force field and the implicit solvation model choice on DNA simulation quality are evaluated. To this end, extensive
implicit solvent duplex DNA simulations are performed, attempting to reach both conformational and sequence diversity
convergence. Structural parameters are extracted from simulations and statistically compared to available experimental and explicit
solvation simulation data. Our results quantitatively expose the respective strengths and weaknesses of the different DNA force fields
and implicit solvation models studied. This work can lead to the suggestion of improvements to current DNA theoretical models.

’ INTRODUCTION

Deoxyribonucleic acid (DNA) is the molecule carrying genet-
ic information, which is translated into proteins by living cells,
using a code almost universally conserved among living systems.
DNA is involved in many dynamic processes like gene expression
and regulation or genetic replication and recombination. DNA
molecule structural plasticity is critical in many of these mechan-
isms, including protein or cofactor recognition, chromatin remodel-
ling, and transcription.UnderstandingDNAstructural deformations
anddynamics is thus essential to the study of important components
of living systems.

Experimental techniques like X-ray crystallography, NMR
spectroscopy, or single molecule experiments greatly contribute
to our increasing knowledge of DNA molecule properties. Theore-
tical simulations are complementary techniques, useful in the
investigation of structure, dynamics, and thermodynamics of
biomolecules in a systematic way, in particular when experimental
data are not available or accessible. The first molecular dynamics
simulations of DNA were performed in 19831,2 in vacuo and two
years later with explicit water molecules and counterions.3 DNA
molecular mechanics models have thus benefited from almost
three decades of force field and algorithmic improvements4�12

and have been applied to a wide variety of questions.13�21

A number of systematic studies have attempted to evaluate
DNA molecular mechanics models.22�29 Only the most recent
works are described here. In a collaborative work initiated by the
“Ascona B-DNA Consortium”, 136 unique tetranucleotide du-
plexes were studied by molecular dynamics. Simulations were
performed over 15 ns, using the AMBER parm94 force field, with
an explicit solvation model, on 39 oligomers of 15 bp length
containing the tetranucleotides. Methodological questions are
addressed in a first paper,25 and sequence context effects on the
DNA structure are discussed in a second paper.26 The authors
observed structural substates distinct from the B form. These
states are largely controlled by the backbone conformation,

which in turn is strongly correlated to helicoidal parameters.
The effect of flanking base pairs on a dinucleotide was found to be
limited for YpR steps, although they are more flexible, and more
significant for RpR and RpY steps, which are more rigid. Another
study by Fujii et al.27 concentrated on the sequence dependence
of DNA deformability. Molecular dynamics simulations of 10 ns
length in an aqueous environment were performed on 12 bp
duplexes, comprising the 136 tetramers sandwiched between
CGCG sequences. The AMBER parm99 force field was used.
The authors showed that the deformability of dimeric steps is
consistent with crystal structure data and can be affected by
flanking base pairs. Orozco and co-workers28 conducted a
systematic study of B-DNA flexibility with CHARMM all27
and AMBER parmbsc0 force fields. They performed 100 ns
molecular dynamics simulations in an explicit solvent envi-
ronment on four different 18 bp sequences, chosen to contain
the 10 unique dinucleotide base pair steps. This study high-
lighted some differences between parmbsc0 and all27 force
fields, yet the authors concluded that today DNA force fields
have matured, leading to a consensus view of B-DNA flex-
ibility. A continuation of the Ascona consortium effort was
recently published.29 This work investigated nearest-neighbor
effects on B-DNA base pairs and base pair steps. A number of
39 oligomers containing all unique tetranucleotides, each of
18 base pair length, were subjected to 50 or 100 ns molecular
dynamics simulations in explicit solvation, with the parmbsc0
force field. The authors concluded that simulations were
converged in terms of most B-DNA conformational proper-
ties. Sequence effects were found to be small at the base
or base pair level, more important at the tri- or tetranucleotide
level, and could still be significant beyond the nearest-
neighbor level.
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Solvent modeling is critical in DNA simulations. With an
improper solvation model, DNA strand separation can easily be
observed. While explicit modeling of solvent molecules provides
themost realistic results, the cost of such approaches is high, as an
important portion of computer time is spent in simulating bulk
solvent molecule dynamics. Implicit solvation models attempt to
represent solvent as a continuous medium and capture effects on
the solute in an average way. The interest of implicit solvation
models lies in reduced computational cost, reduced statistical
error, faster conformational sampling, clearer physical insights,
and the possibility of modeling big systems like chromatine or
systems with large conformational changes. An important class of
implicit solvation models includes the methods based on con-
tinuum electrostatics where the electrostatic component of the
solvation free energy is obtained by solving the Poisson�Boltzmann
equation (PB). The generalized Born model30 (GB) is a compu-
tationally efficient approximation of PB, suitable for molecular
dynamics simulations. Several GB variants have been implemen-
ted in molecular mechanics programs, mostly differing by the
way effective Born radii are calculated. Some GB methods are
based on the pairwise descreening formulation of Hawkins and
co-workers;31�39 others approximate the solute volume by over-
lapping Gaussian functions,40,41 while others calculate Born radii
by analytical volume integration.42�44 Performance comparisons
of several GB implementations are available.45�47

GB implicit solvation models have been widely applied,48�51

in particular to proteins and to a lesser extent to nucleic
acids.36,52�56 Srinivasan et al.52 conducted PB and GB calcula-
tions on snapshots extracted from explicit solvent molecular
dynamics simulations of DNA, phosphoramidate-modified DNA,
and RNA decamers in the A or B form. Free energy estimations
confirmed that the B form is preferred for DNA and the A form
for RNA and phosphoramidate-modified DNA and that salt
inclusionmodestly favors the A form. In another work, Srinivasan
et al.53 performed PB and GB calculations on multiple conforma-
tions of proteins, 10�12 bp DNA duplexes, and a RNA hairpin.
Good agreement is found between GB and PB solvation energies
and salt contributions. Tsui and Case36,54 have simulated 10 bp
DNA and RNA duplexes in the A and B forms using molecular
dynamics with GB implicit solvation and obtained good agree-
ment with explicit solvent simulations in terms of both structures
and energetics. The authors also showed that DNA in the A form
converges to the B form about 20 times faster with GB than with
explicit solvation. Chocholou�sov�a and Feig55 have performed
molecular dynamics simulations with GB implicit solvation on
the DNA Drew�Dickerson dodecamer and a protein�DNA
complex. The authors demonstrated that stable and realistic
DNA simulations can be obtained, agreement being closer to
either explicit solvation results or experimental data, depending
on the atomic radii set chosen. Partial transitions to A-DNA
could be observed when 1M salt was added. Molecular dynamics
simulations with GB implicit solvation have also been applied to
bigger nucleic acid assemblies such as nucleosomal DNA.56 To
our knowledge, there is no systematic evaluation of DNA
simulations in implicit solvation published to date.

In this work, we intend to evaluate DNAmolecular mechanics
models with generalized Born implicit solvents against explicit
solvation results and experimental data. Different force fields and
implicit solvation methods are implemented and customarily
used with different molecular mechanics programs, like CHARMM
or AMBER. We need to be able to use any combination of force
field and implicit solvation variant to investigate the respective

influence of both on results. We concentrate on two recent and
widely used DNA force fields (AMBER parmbsc0 and CHARMM
all27) and five generalized Born variants (GBHCT, GBOBC1,
GBOBC2, and GBn implemented in AMBER and GBMV im-
plemented in CHARMM). Molecular dynamics simulations are
conducted on several DNA duplex sequences, and care is taken
that both simulation length and sequence diversity convergence
are achieved. Several structural parameters are then measured
and statistically compared to both explicit solvation results and
experimental data.

’METHODS

Starting Structures. DNA duplexes of 12 base pair length with
different sequences corresponding to the 50-CGCGWXYZCGCG-
30/50-CGCGZYXWCGCG-30 pattern were studied, whereWXYZ/
ZYXW are tetramer duplexes located at the center and flanked by
C�G base pairs. The overline symbol designates the complemen-
tary nucleotide. There are 256 combinations of nucleotide tetramers
but only 136 unique tetramer duplexes (for example, AAAA/TTTT
and TTTT/AAAA cannot be distinguished). Starting coordinates
were built with the NAB program distributed with the AMBER
suite,57 using Arnott B-DNA fiber diffraction data.58

AMBER prmtop and inpcrd files were generated with the leap
program, using the parmbsc0 force field.12 CHARMM psf and
crd files were generated with the CHARMMprogram59 using the
all2711 force field. “CHAMBER” (CHARMM force field with the
AMBER program) prmtop and inpcrd files were generated with
the CHAMBER conversion program60 distributed with the
AMBER suite, from CHARMM psf and crd files, and the all27
rtf and prm files. Differences between CHAMBER and CHARMM
energies in vacuo with an infinite cutoff were less than 5 �
10�4 kcal mol�1. “AMBARMM” (AMBER force field with the
CHARMM program) psf and crd files were generated with the
CHARMM program compiled with the AMBER keyword to be
consistent with AMBER conversion factors and using the parmbsc0
force field converted to CHARMM format by Jeff Klauda (http://
terpconnect.umd.edu/jbklauda/research/download.html). Dif-
ferences between AMBARMM and AMBER energies in vacuo
with an infinite cutoff were less than 3 � 10�3 kcal mol�1.
Molecular Dynamics. Molecular dynamics simulations with

AMBER and CHARMM programs were done with a generalized
Born implicit solvation model, using an infinite cutoff for non-
bonded interactions, dielectric constants of 78.5 for the solvent
and 1 for DNA interior, and an inverse Debye�H€uckel length of
0.1 Å�1 to account for the 0.1 M salt concentration. Minimiza-
tion was first performed over 200 steps with 5 kcal mol�1 Å�2

harmonic restraints on non-hydrogen atoms. Langevin dynamics
was then carried out using a heat bath at 300 K, a collision
frequency of 5 ps�1, a 1 fs time step, and the SHAKE algorithm
was used to restrain the elongation of bonds involving hydrogen
atoms. Three equilibration phases of 50 ps were performed with
decreasing harmonic restraints on non-hydrogen atoms of 5, 1,
and 0.1 kcal mol�1 Å�2, respectively. The production phase of 5
ns was then run without restraints. Simulations with the AMBER
program employed GBHCT,31,32 GBOBC1,37,38 GBOBC2,38 or GBn39

generalized Born model variants. Simulations with the
CHARMM program employed the GBMV implicit solvation
model,42,43 with the 1/r7 Coulomb field correction and para-
meters C0 = �0.1, C1 = 0.9, β = �12, and S0 = 0.65, as in
Chocholou�sov�a and Feig.55,61 Recommended atomic radii sets
for each GB model variant were used (mbondi36 for GBHCT,
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mbondi238 for GBOBC1 and GBOBC2, bondi62 for GBn, and van
der Waals radii for GBMV).
Analysis. Structural data were collected from the 5 ns molec-

ular dynamics trajectories of the 136 CGCGWXYZCGCG duplex
sequences, each trajectory containing 5.000 frames. Combina-
tions of two force fields (AMBER parmbsc0 and CHARMM
all27) and five GB implicit solvation models (AMBER GBHCT,
GBOBC1, GBOBC2, GBn, and CHARMM GBMV) led to a total
simulation time of 6.8 μs and a number of 6.8 � 106 frames.
Trajectories were analyzedwith the ptraj program of the AMBER

suite57 for root-mean-square deviations (RMSD) calculations,
and structural parameters63 were evaluated with the 3DNA
program.64,65 Parameter measurements were done on the central
XY/YX dimer and included base pair step parameters (shift,
slide, rise, tilt, roll, twist), groove widths (minor and major),
sugar conformational parameters (amplitude and phase angle
of ring pseudorotation), backbone and glycosidic torsion angles
(α, β, γ, δ, ε, ζ, χ). Only structures with correct Watson�Crick
pairing at the central dimer, as defined by 3DNA, were considered.
The data set was then symmetrized by duplicating each entry

with parameter values that would have been measured if the
other strand was chosen as the “leading strand”. This is necessary
because some structural parameters (shift and tilt) have their sign
dependent on the choice of the duplex leading strand, which is
arbitrary. Structural parameter global averages, standard devia-
tions, and probability density functions were then calculated over
the whole data set, using a weighting to correct for sequence
composition bias and ensure equal representation to each of the
10 unique dimer steps (AA/TT, AT/AT, AG/CT, AC/GT, TA/
TA, TG/CA, TC/GA, GG/CC, GC/GC, CG/CG). Dimer level
averages, standard deviations, and probability density functions
were also calculated over subsets corresponding to each of the 10
unique dimer steps. The probability density function was
approximated by a kernel density estimation, using a Gaussian
function as the kernel. Periodicity was taken into account when
calculating statistics of angular parameters.
Experimental Data. Experimental structural data were ex-

tracted from the Protein Data Bank66 and Nucleic Acid Database.67

The 3DNA Landscapes platform68 (http://3dnascapes.rutgers.
edu) was employed to obtain PDB/NDB codes of DNA-contain-
ing structures. A list of X-ray structures with a resolution better
than 2 Åwas retrieved as well as a separate list of NMR structures.
Structures were then downloaded and analyzed with the 3DNA
program. Unwanted structures were discarded according to the
following criteria: dimer steps retained in the data set were those
containing only A, T, G, or C nucleotides; with correct Watson�
Crick pairing; flanked by A, T, G, or C nucleotides; and
belonging to a right-handed duplex structure. Further filtering
excluded A-DNA (zP > 1.5 Å) and TA-DNA (zP(h) > 4.0 Å)
structures, as in Lu and Olson.64 The number of dimer steps
available in the experimental data set is given in Table 1.
Statistical analysis of experimental data was conducted as for
implicit solvation MD data.
Explicit Solvation SimulationData. Structural data were also

obtained from molecular dynamics simulations in explicit solvation
performed by Orozco and co-workers.28 The 100 ns trajectories of
four different sequences simulated with both CHARMM all27
and AMBER parmbsc0 force fields were downloaded (http://
mmb.pcb.ub.es/raist/CONSENSUS/) and uncompressed, as
explained in the article. Each of the eight trajectories contained
about 105 frames, of which one every 10 frames was extracted and
analyzed with the 3DNA program. Every dimer step with correct

Watson�Crick pairing and not at the extremities of the duplex to
avoid end effects was kept in the data set. Statistical analysis of the
data set was then performed as for implicit solvation MD data.

’RESULTS

DNA structural parameters statistics, obtained frommolecular
dynamics simulations with different force fields and generalized
Born implicit solvation methods, are presented and compared to
experimental X-ray andNMRdata, as well as to published explicit
solvation simulation data. The validity of simulations and meth-
odological robustness are first discussed. A detailed examination
of selected structural parameter statistics is then provided.
Validity of Simulations. Watson�Crick Pairing. The Watson�

Crick pairing percentage was calculated for each simulation as a
measure of DNA duplex structure conservation (Table 2). This
was obtained as the ratio of frames for which a correct pairing of
the central dimer was detected by the 3DNA program to the total
number of frames simulated. Percentages are then averaged over
the 136 sequences simulated with each force field and GB
method combination. Percentages calculated over subsets corre-
sponding to the 10 different central dimer types are also
provided. An examination of the trajectories shows that strands
get irreversibly separated after about 500 ps of simulation when
the GBn method is employed, thus explaining the low percen-
tages (around 10%) found with GBn. This method is indeed not
recommended for nucleic acid simulations by its authors39 and
will not be considered in analyses. In all other simulations,Watson�
Crick pairing percentageswere always higher than 98.5%on average.
The AMBER parmbsc0 force field gave slightly higher percentages
than CHARMM all27 in general. GBMV gave the best overall
pairing conservation among GB methods, while GBOBC1 had the
lowest percentages. Limited variations were observed between
different types of central dimer.
Root Mean Square Deviations. Root mean square deviations

of heavy atoms with respect to the initial conformation were
calculated for the different simulations, taking into account either
the whole duplex or only the central dimer step (Table 3). The
RMSD values given are obtained by conformational averaging
over the course of simulations and sequential averaging over the

Table 1. Amount of Dimer Steps Available in Experimental
Dataa

exptl. NMR X-ray

all 2788 3018

AA 388 476

AT 200 273

AG 338 270

AC 343 303

TA 172 187

TG 351 341

TC 353 420

GG 249 266

GC 206 238

CG 188 244
aNMR and X-ray (resolution better than 2 Å) structures are extracted
from the Protein Data Bank. Dimer steps retained in the data set were
those containing only A, T, G, or C nucleotides, with correct Watson�
Crick pairing, flanked by A, T, G, or C nucleotides, and corresponding to
a right-handed B-DNA duplex structure.
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136 sequences simulated with each force field and GB variant.
Except GBn, for which strand separation occurs, RMSD calcu-
lated on the whole 12 bp duplex ranged from 2.7 to 4.3 Å on
average, and from 0.8 to 1.2 Å when only the central dimer was
considered. Slightly higher values are in general obtainedwith the
parmbsc0 force field. The GB method choice influences RMSD
in a consistent way between both force fields, namely, GBOBC1 >
GBOBC2 > GBHCT ≈ GBMV. The highest RMSD was obtained
with GBOBC1 and then GBOBC2, and the lowest values were
obtained with the GBMV method with both force fields, or with
the all27+GBHCT combination. It should be noted that structural
measurements in analyses are done exclusively on the central
dimer; results will thus not be directly affected by deformations at
the extremities of the duplex. Another remark is that initial
structures are not necessarily considered as a reference in this
work, where we assess the validity of GB simulations with respect
to explicit solvation simulation and experimental data. Initial
structures are indeed ideal B-DNA structures based on fiber
diffraction data, which are not taking into account sequence
effects on backbone conformation.
Convergence and Robustness. Convergence and robustness

of the results were assessed by several preliminary tests, employ-
ing energy minimizations or molecular dynamics. It was found

thatDNA structural parametersweremostly convergedwith respect
to simulation time (5 ns), sequence diversity (136 unique duplex
tetramers), and duplex length (12 bp). Results were in general
not significantly sensible to the choice of the starting conforma-
tion, salt concentration in the reasonable range, or GB radii set.
Structural Parameters. Structural parameter averages are

given in Table 4. Base pair step, groove width, backbone and
glycosidic torsions, and sugar puckering parameters are discussed
in detail, on the basis of a comparison of averages and whole
probability distributions. Most of the time, distributions are close
to Gaussian shape, and averages are a good approximation of the
maximum of probability. As a general pattern, we first compare
NMR to X-ray data, then force fields to experimental data, and
finally GB implicit solvation methods to explicit solvation.
Base Pair Step Parameters. Base pair step parameters describe

the geometry of one base pair with respect to the next one. There
are three translational base pair step parameters (shift, slide, rise)
and three rotational parameters (tilt, roll, twist). The shift and tilt
parameters, presenting a sign inversion depending on the choice
of the leading strand of the duplex, have an average value of zero
by construction and will not be discussed in detail here.
Slide. Slide distributions are given in Figure 1. The slide

average appears noticeably lower in NMR data (�0.38 Å)
compared to X-ray data (�0.02 Å). The difference in average
value between NMR and X-ray values is partly explained by a
secondary peak around 0.5 Å in the X-ray distribution, which
otherwise has a maximum of probability around �0.40 Å, thus
close to the NMR average value. Sequence variability is impor-
tant in experimental slide distributions, and the X-ray peak at
0.5 Å is mostly contributed by CG and GC steps. The slide average
obtained with the AMBER parmbsc0 force field in explicit
solvation (�0.40 Å) is close to the NMR results in average,
whereas the CHARMM all27 force field (�0.02 Å) is closer to
X-ray results. However, when considering the maximum of
probability, slide is lightly overestimated with the all27 force
field. We have thus NMR ≈ parmbsc0 < X-ray < all27. The GB
method influence is consistent between the two force fields, with
a general underestimation of the slide parameter, compared to
explicit solvation. GBOBC1 and GBOBC2 are the most affected,
then comes GBHCT, and GBMV is the closest to explicit solva-
tion, namely, GBOBC1 ≈ GBOBC2 < GBHCT < GBMV < explicit.
Distributions obtained from simulations are close to a Gaussian

Table 2. Watson�Crick Pairing Percentages of the Central Dimer in MD Simulationsa

FF parmbsc0 all27

solv. GBHCT GBOBC1 GBOBC2 GBn GBMV GBHCT GBOBC1 GBOBC2 GBn GBMV

all 99.73 99.72 99.89 14.99 99.99 99.42 98.66 99.34 7.95 99.70

AA 99.38 99.76 99.95 4.58 100.00 99.92 99.27 99.71 4.60 99.99

AT 99.95 99.76 99.96 4.15 100.00 99.91 98.78 99.57 4.40 99.92

AG 99.83 99.79 99.87 12.21 99.99 99.56 99.03 99.49 8.56 99.61

AC 99.79 99.60 99.89 12.75 100.00 99.22 98.13 98.99 6.89 99.11

TA 99.63 99.70 99.99 3.29 100.00 99.57 99.29 99.54 4.92 99.73

TG 99.69 99.67 99.77 11.70 99.99 99.50 98.70 99.47 8.19 99.68

TC 99.90 99.78 99.85 11.69 99.99 99.61 99.14 99.67 7.18 99.98

GG 99.74 99.73 99.86 33.50 99.95 98.52 97.40 98.61 10.21 99.39

GC 99.88 99.86 99.97 27.41 99.99 99.33 98.86 99.40 14.32 99.89

CG 99.50 99.58 99.83 30.76 99.99 99.18 98.21 99.01 11.42 99.96
a Percentages are obtained as the ratio of frames with correctWatson�Crick pairing at the central dimer, as measured by the 3DNA program, to the total
number of trajectory frames. They are calculated for all frames as well as over subsets corresponding to each of the 10 unique dimer steps.

Table 3. Heavy-Atom Root Mean Squared Deviation (Å)
Averages with Respect to Initial Conformationa

FF GB duplex central dimer

parmbsc0 GBHCT 3.45 1.13

parmbsc0 GBOBC1 4.26 1.21

parmbsc0 GBOBC2 4.08 1.17

parmbsc0 GBn 15.89 9.41

parmbsc0 GBMV 2.85 0.92

all27 GBHCT 2.68 0.86

all27 GBOBC1 3.82 0.96

all27 GBOBC2 3.58 0.91

all27 GBn 17.77 11.43

all27 GBMV 2.98 0.77
aRMSDs are calculated on the whole 12 bp duplex as well as on the
central dimer only and averaged over trajectories of the 136 sequences
simulated.
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shape. We see here that structural deformations resulting from
the GB method choice can be of comparable magnitude to force
field differences. Another point is that the GB method effect is
here relatively independent of the force field.
Rise.Rise distributions are given in Figure 2. The rise average is

very close between NMR (3.33 Å) and X-ray (3.34 Å). The

maximum of probability is however slightly smaller in NMR
(around 3.23 Å) compared to X-ray (around 3.27 Å). Both force
fields in explicit solvation are very close in average to experi-
mental data (3.34 Å for parmbsc0 and 3.36 Å for all27) but
slightly higher in terms of the maximum of probability, namely,
NMR < X-ray < parmbsc0 ≈ all27. The AMBER GB methods

Table 4. Structural Parameter Averagesa

FF parmbsc0 all27

solv. NMR X-ray expl. GBHCT GBOBC1 GBOBC2 GBMV expl. GBHCT GBOBC1 GBOBC2 GBMV

shift 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

slide �0.38 �0.02 �0.40 �0.95 �1.12 �1.04 �0.52 �0.02 �0.28 �0.38 �0.40 �0.08

rise 3.33 3.34 3.34 3.48 3.51 3.42 3.35 3.36 3.50 3.61 3.53 3.39

tilt 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

roll 2.33 2.45 3.59 3.75 5.53 6.28 4.67 5.60 4.60 6.50 6.97 7.69

twist 33.87 34.10 32.44 30.96 29.65 30.25 32.70 34.15 33.50 32.09 32.44 34.40

minor 13.2 12.7 13.0 13.2 14.1 14.0 12.7 13.8 13.3 14.4 14.4 14.4

major 18.1 18.3 19.3 21.8 22.7 21.9 19.1 17.1 18.8 19.7 19.2 15.7

α �64.7 �55.6 �73.6 �69.5 �69.9 �69.8 �68.5 �59.9 �60.1 �61.4 �61.7 �60.6

β 179.4 172.0 169.7 173.0 172.7 172.2 170.4 168.0 171.7 172.5 173.1 172.1

γ 53.5 46.2 55.6 57.4 57.5 57.4 58.3 51.7 52.3 52.0 51.8 50.2

ε �177.6 �166.2 �162.1 �171.5 �172.1 �172.5 �170.5 �166.6 �169.7 �168.9 �169.8 �169.6

ζ �99.5 �109.0 �102.3 �94.4 �90.8 �90.6 �93.1 �108.0 �106.8 �105.0 �103.4 �100.9

χ �114.4 �110.9 �117.2 �123.6 �125.7 �124.7 �122.4 �112.3 �111.8 �111.4 �111.8 �113.9

P 145.0 145.0 133.2 125.1 120.4 122.0 126.4 143.9 146.1 145.2 146.7 146.5

τm 33.7 36.0 33.9 37.7 37.6 37.3 35.3 35.1 39.4 39.5 38.8 37.6
a Structural parameters aremeasured with the 3DNAprogram on the central dimer and averaged over trajectories of the 136 sequences simulated. Global
averages are obtained by applying a weighting to ensure equal composition of the 10 unique dimer steps. Angular parameters’ periodicity is taken into
account. Parameter averages from experimental data and explicit solvation simulations of Orozco and co-workers28 are calculated following the same
protocol. Averages are given in Å for translational step parameters and groove widths and in degrees for angular parameters.

Figure 1. Slide probability distribution. Structural parameters are measured with the 3DNA program on the central dimer over trajectories of the 136
sequences simulated. Distributions are obtained from series with a kernel density estimation, using Gaussian functions as a kernel. A weighting is applied
to ensure equal composition of the 10 unique dimer steps. Angular parameters’ periodicity is taken into account. Parameter distributions from
experimental data and explicit solvation simulations of Orozco and co-workers28 are calculated following the same protocol.



3186 dx.doi.org/10.1021/ct200384r |J. Chem. Theory Comput. 2011, 7, 3181–3198

Journal of Chemical Theory and Computation ARTICLE

(GBHCT, GBOBC1, and GBOBC2) slightly overestimate rise, in
particular GBOBC1, whereas the CHARMM GBMV method is
close to explicit solvation, namely, explicit≈GBMV < GBHCT≈
GBOBC2 <GBOBC1. Compared to slide, both the GBmethod and
force field effects are of lower relative importance for rise.
Roll. Roll distributions are given in Figure 3. The roll average is

slightly lower for NMR (2.33�) compared to that for X-ray
(2.45�). Both force fields appear over-rolled, in particular the
all27 force field (5.60�), while the parmbsc0 force field (3.59�)
is closer to experimental values. The distributions indicate that

parmbsc0 is in very good agreement with the X-ray results,
with a maximum of probability around 2.8�, we have then
NMR < X-ray ≈ parmbsc0 < all27. The influence of the GB
method choice on roll is limited, and GB results stay within the
range of force field or experimental data differences. We note
however that among the three AMBER implementations,
GBOBC1 and GBOBC2 give a slightly higher roll than GBHCT.
The effect of GBMV is not clear, as it increases roll with all27
but stays in good agreement with explicit solvation when used
with parmbsc0.

Figure 2. Rise probability distribution. See Figure 1 legend.

Figure 3. Roll probability distribution. See Figure 1 legend.
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Twist. Twist distributions are given in Figure 4. The twist
average is close between NMR (33.87�) and X-ray (34.10�). The
parmbsc0 force field is markedly under-twisted (32.44�), whereas
the all27 force field is closer to experimental values (34.15�). The
maximum of probability confirms this trend with about 35.4� for
NMR, 34.1� for X-ray, 32.5� for parmbsc0, and 35.4� for all27; we
have thus parmbsc0 < X-ray ≈ NMR ≈ all27. The GB method
influence on twist is consistent between the two force fields.
AMBER GB methods lead to a significant twist lowering, until
modal values around 29.4� for parmbsc0+GBOBC1, whereas
GBMV is close to explicit solvation values; namely, we find
GBOBC1 < GBOBC2 < GBHCT< explicit≈GBMV. Both the force
field and GB method effects are thus important for twist.
Groove Widths. Groove widths at the central dimer step are

calculated as the average of interstrand distances P7�p4 and
P8�p5 for the minor groove and as the P4�p8 distance for the
major groove, where Pi is the ith phosphate atom of strand I
counting from the 50 extremity and pj is the jth phosphate of
strand II counting from the 30 extremity, as in El Hassan and
Calladine.69

Minor Groove.Minor groove width distributions are given in
Figure 5. Experimental distributions have a broad shape and
present some differences, but averages are on the same order
(13.2 Å for NMR, 12.7 Å for X-ray), as well as maxima of
probability (12.8 Å forNMR, 13.2 Å for X-ray). A secondary peak
is present in the X-ray data at about 10.4 Å, mostly contributed by
TG, AT, and AG dimer steps. A shoulder is observed in the NMR
data around 15 Å, partly contributed by the GC step. These
differences in experimental distributions are probably reflec-
tiveof a lackofdata at theunderlyingdimer level;however, convergence
seems quite reasonable at the global level, as indicated by the
proximity of NMR and X-ray averages andmaxima of probability.
The parmbsc0 force field with explicit solvation lies in the
experimental range (13.0 Å), whereas the all27 force field gives
a lightly wider minor groove (13.8 Å). We have thus X-ray ≈
parmbsc0 ≈ NMR < all27. The GBOBC1 and GBOBC2 methods

tend to increase the minor groove width with both force fields.
GBHCT is the closest to explicit solvation with the two force fields,
in good agreement with parmbsc0 and slightly lower with all27.
GBMV influence is not consistent between both force fields,
leading to slightly lower values than explicit solvation with
parmbsc0 and overestimated values with all27.
Major Groove. Major groove width distributions are given in

Figure 6. Major groove width averages are on the same order
between NMR (18.1 Å) and X-ray (18.3 Å). The maxima of
probability are 17.2 Å and 17.7 Å for NMR and X-ray, respec-
tively. The parmbsc0 force field in explicit solvation has a
noticeably overestimated major groove width (19.3 Å); on the
contrary, the all27 force field underestimates major groove width
(17.1 Å). We have thus all27 < NMR < X-ray < parmbsc0. The
GBMVmethod lowers major groove width, in particular with the
all27 force field (average value as low as 15.7 Å). AMBER GB
methods, on the other hand, tend to importantly increase major
groove width in a consistent order (average value as high as 22.7 Å
with parmbsc0+GBOBC1); we have thus GBMV < explicit <
GBHCT < GBOBC2 < GBOBC1. We observe here that the major
groove width is very sensible to the GB method choice, and also
but to a lesser extent to the force field choice.
Backbone and Glycosidic Torsion Parameters. Backbone and

glycosidic torsional parameters α, β, γ, ε, ζ, and χ, as canonically
defined, will be discussed here. The δ torsion angle is already
indirectly taken into account in sugar ring parameters. Confor-
mational substates gauche�, gauche+, and trans are defined
following a classical 3-fold staggered pattern as �60 ( 60�,
60 ( 60�, and 180 ( 60�, respectively.
Alpha (α). Distributions of the α backbone torsion angle are

given in Figure 7. Experimental distributions of α are mostly
Gaussian and slightly smaller in NMR data (average of �64.7�,
maximum of probability around �66�) compared to those in
X-ray (average of �55.6�, maximum of probability around
�58�), both corresponding to a gauche� conformation. A small
secondary peak around 35� is present in the X-ray distribution

Figure 4. Twist probability distribution. See Figure 1 legend.
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corresponding to a gauche+ conformation. Theα angle distributions
from simulations are all Gaussian-shaped with no significant
secondary peaks. The parmbsc0 force field in explicit solvation
gives significantly lower α angles (average of �73.6�, maximum
of probability around�70�), whereas the all27 force field lies in
the experimental range (average of �59.9�, maximum of prob-
ability around�60�). We have thus parmbsc0 < NMR < all27 <
X-ray. The use of GB implicit solvation methods leads to a slight
increase of the average α torsion angle compared to explicit

solvation when used with the parmbsc0 force field and is in good
agreement or leads to a slight decrease with all27. A widening of
distributions is observed for both force fields when GB methods
are used. We note that the GB method choice has almost no
influence here, the four GB method distributions being almost
superimposable.
Beta (β). Distributions of the β torsion angle are given in

Figure 8. The β angle experimental distributions are mostly
Gaussian centered around the trans conformation, with slightly

Figure 6. Major groove width probability distribution. See Figure 1 legend.

Figure 5. Minor groove width probability distribution. See Figure 1 legend.
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lower values in X-ray data (average of 172.0�, maximum of
probability around 174�) compared to those in NMR (average of
179.4�, maximum of probability around (180�). A small
shoulder peak can be noted in the X-ray distribution around
140�. Distributions of β obtained from simulations in explicit
solvation are similar to experimental ones but sharper and with
slightly lower values for both all27 (average of 168.0�, maximum
of probability around 169�) and parmbsc0 (average of 169.7�,
maximum of probability around 171�) force fields. We have thus
all27 < parmbsc0 < X-ray < NMR. The use of GB implicit
solvation methods tends to increase the width of distributions

compared to explicit solvation, as well as to slightly shift the main
peak toward higher values, in particular with the all27 force field.
As for the α angle, differences between all GB methods are
limited.
Gamma (γ). Distributions of the γ torsion angle are given in

Figure 9. Experimental distributions of γ comprise a major
Gaussian peak in the gauche+ region, slightly lower in the
X-ray data (average of 46.2�, maximum of probability around
47�) compared to those of theNMR (average of 53.5�, maximum
of probability around 56�). Small secondary peaks can be
observed for both distributions in the trans conformation region,

Figure 7. α torsion angle probability distribution. See Figure 1 legend.

Figure 8. β torsion angle probability distribution. See Figure 1 legend.
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and in the gauche� region only in the X-ray distribution (around
�65�). The γ angle distributions from simulations are approxi-
mately Gaussians centered in the gauche+ region, with no
significant other peaks. Explicit solvation γ angle values are in
the correct experimental range, but slightly lower with the all27
force field (average of 51.7�, maximum of probability around
52�) than with parmbsc0 (average of 55.6�, maximum of prob-
ability around 56�). We have then X-ray < all27 < NMR <
parmbsc0. GB implicit solvation methods tend to widen dis-
tributions compared to explicit solvation, as well as to slightly
increase the maximum of probability peak value. Differences
between GB methods are also limited here.
Epsilon (ε). Distributions of the ε torsion angle are given in

Figure 10. Experimental distributions of ε are Gaussians centered
in the trans conformational region, with slightly higher values
in X-ray data (average of �166.2�, maximum of probability
around�174�) than in NMR (average of�177.6�, maximum of
probability around(180�). A small and broad secondary peak is
visible in the X-ray distribution around�105�. Explicit solvation
simulations also give ε angle distributions with a major peak in
the trans region, close but slightly above those of X-ray with both
all27 (average of �166.6�, maximum of probability about �170�)
and parmbsc0 (average of �162.1�, maximum of probability
about �172�). A significant secondary peak can be observed in
the parmbsc0 distribution around �92�. Distributions obtained
with GB implicit solvationmethods are almost superimposable in
the trans region with a maximum of probability around �172�;
small secondary peaks can be observed around�110� with all27
and around �80� with parmbsc0, with intensities depending on
the GB method.
Zeta (ζ). Distributions of the ζ torsion angle are given in

Figure 11. Experimental distributions of ζ comprise a major peak
located in the gauche� region, with values slightly lower in the X-ray
data (average of �109.0�, maximum of probability around �98�)
compared to those of the NMR (average of�99.5�, maximum of
probability around �94�). Notable secondary peaks are present
in the trans region for both X-ray (significant peak around �174�)

and NMR (small shoulder around �170�). Distributions of ζ
obtained from explicit solvation simulations also contain a major
peak in the gauche� region, centered at values comparable to the
experimental range but slightly lower with the all27 force field
(average of �108.0�, maximum of probability around �103�)
and slightly superior with parmbsc0 (average of �102.3�, max-
imum of probability around�91�). Secondary peaks in the trans
conformational region can be observed with force fields in
explicit solvation, in particular with parmbsc0 (significant peak
at about 152�), and also with all27 (small shoulder around
(180�). Implicit solvation ζ angle distributions are in good
agreement with explicit solvation results in the gauche� region.
Small differences between GB methods are observed concerning
the precise location and intensity of the secondary peak in the
trans region.
Chi (χ). Distributions of the χ torsion angle are given in

Figure 12. Experimental distributions of χ are mostly Gaussians
centered in the gauche� region, with slightly lower values in
NMR data (average of�114.4�, maximum of probability around
�114�) compared to those of the X-ray (average of �110.9�,
maximum of probability around �109�). A shoulder is visible in
the X-ray distribution around�153�. Explicit solvation simulations
give a χ angle in the experimental range for the all27 force field
(average of�112.3�, maximum of probability around�109�) and
significantly underestimated with parmbsc0 (average of�117.2�,
maximum of probability around�119�). The use of GB implicit
solvation methods with the parmbsc0 force field further accent-
uates the shifting of the χ angle toward lower values by about 5�
(reaching values around �125�). When GB methods are em-
ployed with the all27 force field, the χ angle main peak stays close
to explicit solvation results; however, with theGBMVmethod, an
important secondary peak appears around �151�.
Sugar Puckering Parameters. Sugar ring conformation is

commonly described in terms of puckering or pseudorotation
phase angle (P) and amplitude (τm) parameters, calculated from
the five ring dihedral angles.70 The endo/exo notation is some-
times used to describe particular conformations where an atom is

Figure 9. γ torsion angle probability distribution. See Figure 1 legend.
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out of the plane formed by the others; these conformations
correspond to odd multiples of 18� of the P angle. DNA in the
B form is known to favor a C20-endo (P = 162�) deoxyribose
conformation, whereas in the A form, the C30-endo (P = 18�)
conformation is preferred. Another way of referring to confor-
mations of the sugar ring is the North (P = 300�60�), East (P =
60�120�), and South (P = 120�220�) notation.71
Puckering Phase. Sugar puckering phase distributions are

given in Figure 13. The sugar puckering phase is the same on

average in NMR and X-ray data (145.0�). Both experimental
distributions present a main peak centered around 154�, corre-
sponding to a C20-endo conformation slightly deviated toward
C10-exo. Shoulders are visible around 85� (O40-endo) and 185�
(C20-endo/C30-exo) in the NMR data, and small secondary
peaks can be seen in the X-ray distribution around 20� (C30-
endo) and 50� (C40-exo). The parmbsc0 force field in explicit
solvation has an average puckering phase markedly underesti-
mated (133.2�), whereas the all27 force field is closer to experimental

Figure 11. ζ torsion angle probability distribution. See Figure 1 legend.

Figure 10. ε torsion angle probability distribution. See Figure 1 legend.
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data (143.9�). Distributions indicate that the main peak is indeed
shifted on the left with parmbsc0 toward about 140�, indicating
that the most populated conformation is closer to C10-exo than
to C20-endo. The GB implicit solvation effect on the sugar
puckering phase compared to that of explicit solvation is not
straightforward. AMBER GBmethods tend to lower the position
of the main peak, in particular with the parmbsc0 force field,
where the maximum of probability, already underestimated by
parmbsc0 in itself, is further shifted by about 10� toward lower
values (reaching about 125�), corresponding to a C10-exo
conformation. When using AMBER GB methods with the

all27 force field, the major peak is also shifted toward lower
values but only by about 5� (at about 151�). The CHARMM
GBMV method effect is quite different between the two force
fields. The main peak position is retained around 140� when
using GBMV with parmbsc0 but widened by an important
shoulder appearing on the left in the C10-exo region (around
115�). GBMV employed with the all27 force field slightly shifts
the main peak position toward higher values (around 160�); in
addition, a secondary peak around 13� becomes importantly
populated. This indicates that transitions from the C20-endo to
the C30-endo conformation (South to North) have occurred.

Figure 12. χ torsion angle probability distribution. See Figure 1 legend.

Figure 13. Sugar puckering phase (P) probability distribution. See Figure 1 legend.
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Puckering Amplitude. Sugar puckering amplitude distribu-
tions are given in Figure 14. Sugar puckering amplitude average
values are on the same order between NMR (33.7�) and X-ray
(36.0�). Both experimental distributions contain a major peak
around 35�. The NMR distribution presents a shoulder on the
left of the main peak, with a small peak around 12�. Both force
fields in explicit solvation have puckering amplitudes in the
experimental range (average values of 33.9� for parmbsc0 and
35.1� for all27). GB methods lead to a systematic but limited
increase of the puckering amplitude average value, in a consistent
order, namely, explicit < GBMV <GBOBC2 < GBOBC1≈GBHCT.
When looking at the distributions, it appears that when GB
methods are used with the parmbsc0 force field, the main peak
around 35� becomes uniformly shifted until about 40�, whereas
GBmethods with the all27 force field retain the main peak at 35�
and populate other values around 50�.

’DISCUSSION

Most of the published work onDNA force field evaluation was
done with explicit solvation. In this work, we attempted to
evaluate DNA molecular mechanics models when employed
with GB implicit solvation, using explicit solvation results and
experimental data as a reference. Four GB models implemented
in the AMBER suite (GBHCT, GBOBC1, GBOBC2, and GBn),
and one implemented in the CHARMM program (GBMV),
were tested with two different force fields, AMBER parmbsc0
and CHARMM all27. We performed 5 ns molecular dynamics
simulations of 12-bp-length duplexes containing 136 different
tetranucleotides, with 10 combinations of force fields and GB
methods. The possibility of employing the AMBER parmbsc0 or
CHARMM all27 force field with GB implicit solvation methods
implemented in either the AMBER or CHARMMprogram was a
technical requirement in this work, allowing us to examine the
respective influence of force field and GB method choice on
DNA simulations. Structural parameters were extracted from
simulations and statistically compared to reference data. To

prevent sequence composition bias between the different data
set, a weighting was applied to ensure equal contribution of the
10 different dimer steps. Considerations on the data used as a
reference, experimental and explicit solvation, are first presented.
The respective validity and defects of force fields and GB models
are then discussed.
Experimental Data. DNA experimental structural data are

mostly known from NMR spectroscopy and X-ray crystallogra-
phy. It is not obvious which technique is the most reliable
experimental reference for the evaluation of our simulations, as
they are very different approaches. In NMR experiments, the
DNA sample is in solution, as in simulations, whereas in X-ray
experiments, the sample is in the solid state, which can lead to
structural deformations compared to those in the aqueous phase.
On the other hand, NMR data refinement importantly relies on
molecular dynamics, which could bring defects from simulation
models and lead to circular validation. We therefore decided to
present both NMR and X-ray data. Some differences can be
observed in structural parameter statistics obtained fromX-ray or
NMR data, concerning the precise location of the maximum of
probability peak, or the detailed shape of the distribution. These
differences could be the consequence of insufficient data in
particular at the dimer step level but remain limited at the global
level. Most of the time, conclusions are qualitatively similar when
taking NMR or X-ray as a reference for the evaluation of
simulation results. In addition, differences between X-ray and
NMR data provide an estimation of the uncertainty expected for
structural parameters.
Explicit Solvation Simulation Data. Being able to compare

implicit solvation results to explicit solvation data obtained with
the same force field is essential in this work, in order to assess the
quality of GB models. It was necessary to find DNA explicit
solvation simulation data available for the two force fields studied
(parmbsc0 and all27) and obtained under the same conditions.
The work of Orozco and co-workers28 met these requirements
and was therefore chosen as the explicit solvation reference in our
study. Although the recent work of the ABC consortium29 would

Figure 14. Sugar puckering amplitude (τm) probability distribution. See Figure 1 legend.
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have provided amore extensive data set, it is only available for the
parmbsc0 force field. A comparison of structural parameter
averages obtained with parmbsc0 in these two systematic studies
shows close agreement for most parameters. Variations in averages
calculated from the same raw data between our study and those
published by Orozco and co-workers are small and arise from
different technical choices. It was indeed necessary to follow the
same protocol and use the same program in the analysis of
structural parameters between our implicit solvation results and
data chosen as a reference to ensure a fair comparison.
Force Fields Evaluation. We recall here the main force field

strengths and defects identified by comparing the explicit solva-
tion simulation results of Orozco and co-workers to experimental
data. Many of these conclusions have indeed already been
reached in recent systematic evaluation studies of DNA simula-
tions in explicit solvation.27�29 However, we believe that a
summary based on our own comparison to up-to-date experi-
mental data will prove useful here and clarify our subsequent
evaluation of GB models.
The main force field defects concerning base pair step para-

meters are under-slide, light over-rise, light over-roll, and under-
twist for parmbsc0 and over-slide, light over-rise, over-roll, and
light over-twist for all27. Force field respective weaknesses are
thus opposite for slide and twist and consistent for rise and roll.
Mechanical couplings are known to exist between some dimer
step parameters.72�74 For example, slide and twist are usually
positively correlated, which can explain why an under-
(parmbsc0) or over- (all27) estimation of one of these para-
meters is reflected in the other. Slide and twist are also known to
be negatively correlated with roll, which is in agreement with the
behavior observed with parmbsc0 but not with all27, where roll is
overestimated while slide and twist are also lightly overestimated.
Opposite force field effects are found for groove widths:

parmbsc0 overestimates the major groove width, whereas all27
underestimates major groove width and overestimates minor
groove width. Thus, parmbsc0 increases the differences between
groove widths, while all27 decreases it. Groove widths are measured
over several dinucleotides; therefore, a simple and direct cou-
pling with local dimer step parameters is not expected. However,
it has been shown that increased roll values correlate with wider
minor grooves and narrower major grooves.75 The groove width
deformations observed with the all27 force field could thus be
linked to its main defect in terms of step parameters, that is, roll
overestimation. The opposite groove width deformations ob-
served with the parmbsc0 force field are not explained by this
coupling. More complex linear relationships between slide, roll,
and twist on one hand andminor andmajor groove widths on the
other hand have been proposed by El Hassan and Calladine.69

Applying such relations indeed leads to a small overestimation of
the major groove width with parmbsc0 contributed by its under-
twist defect and an underestimation with all27 contributed by its
over-roll defect.
Backbone α/β/γ torsion parameters mostly stay in the g�/t/

g+ conformation with both parmbsc0 and all27 force fields in
explicit solvation. This conformation is canonically observed in
free B-DNA,71,76�78 while noncanonical α/γ conformers are
more abundant in protein/DNA complexes.71,78 Over-represen-
tation of unusual g+/t conformations of α/γ angles was reported
with AMBER parm94 and parm99 force fields,25,26,79 prompting
the parmbsc0 modification. Here, we find no significant g+/t
conformers with all27 and less than 1%with parmbsc0. The ε and
ζ torsion angles are known to adopt two main conformations,

t/g� (ε � ζ ≈ � 90�) and g�/t (ε � ζ ≈ +90�), respectively
designated BI and BII.80�82 It has been shown that the BI/BII
proportion is dependent on sequence and has an important
influence on helical parameters.83,84 The sequence averaged
experimental ratio of BI/BII substates was reported to be around
80/20 for free B-DNA, from an analysis of crystal structures
available in 2002,78,83 as well as fromNMRmeasurements.84 The
BI/BII ratio is more in favor of BI for protein-bound DNA
(around 90/10).78 The BI/BII ratio estimated from our own
analysis of experimental data is 86/14 for X-ray and 94/6 for
NMR. It has to be noted that our experimental data sets contain
both pure and protein bound DNA; this can be at the origin of
differences in BI/BII proportions. The BI/BII ratio calculated by
us from Orozco and co-workers’ explicit solvation simulation
data is 86/14 for parmbsc0 and 94/6 for all27. BII is thus
probably under-represented with all27 and closer to the experi-
mental proportion with parmbsc0. In a study on the Jun-Fos
oligomer,85 Hartmann and co-workers concluded that the BII
state is under-represented with both parmbsc0 and all27 force
fields.
The glycosidic torsion angle χ is known from earlier crystal

structures surveys to adopt average values of �157� for A-DNA
and �108� for B-DNA,86 with a difference between B-DNA
purines (χ ≈ �102�) and pyrimidines (χ ≈ �119�),76 in
conformity with our own analysis of B-DNA experimental data.
The χ angle modal peak is found in the correct experimental
range with the all27 force field and underestimated with parmbsc0.
Deficiencies in the description of the glycosidic angle were
observed by Ban�a�s et al.87 in simulations of RNA tetraloops with
various force fields (AMBER ff94, ff99, ff99bsc0, and CHARMM
all27) in explicit solvation. Reparametrization of the χ torsion of
AMBER force fields was necessary to reproduce signature
interactions in the tetraloops. However, it was noted that fine-
tuning of the χ angle for DNA and RNA at the same time might
not be possible.
In terms of the sugar puckering phase, the major conformation

observed in experimental B-DNA is close to South C20-endo.
The all27 force field provides a modal conformation in the correct
range, whereas the parmbsc0 force field has an incorrect East
leaning behavior, leading to a different major substate still South
but closer to East C10-exo. Hartmann and co-workers85 indeed
observed that sugars attached to pyrimidines oscillate between
South and East with the parmbsc0 potential, whereas sugars
attached to purines with parmbsc0, as well as all types of sugars
with parm98 or all27, present the correct South conformation.
Sugar puckering amplitude is found in the correct experimental
range for both force fields. There are known correlations between
the sugar puckering phase and other parameters, such as a
positive coupling with twist74,88,89 and with the χ torsion in the
anti range.90,91 The under-twisting and χ underestimation by
parmbsc0 could thus be linked to its puckering East leaning
behavior, and correcting one defect could cure the others.
Generalized BornModels Evaluation.We now compare our

implicit solvation results to explicit solvation simulation data and
present the most important defects of GBmethods. We find that,
although the generalized Born model is a much simpler treat-
ment of solvation than explicit molecules, deviations observed
from explicit solvation results are often on the same order as force
field differences or experimental uncertainties. Some of the
conclusions presented here for GBMV may have already been
qualitatively obtained by Chocholou�sov�a and Feig;55 however,
their study focused on the Drew�Dickerson dodecamer and was
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not attempting to obtain converged results in terms of DNA
sequence diversity.
Concerning step parameters, the GB implicit solvation meth-

od defects are significant under-slide and under-twist with
AMBER pairwise GB implementations, observed with both force
fields but more pronounced with parmbsc0. Light over-rise and
over-roll are also observed. Among pairwise GB methods, the
GBHCT method performs better than GBOBC1 and GBOBC2. It
has to be noted that pairwise GB methods implemented in
AMBER cause structural deformations in the same direction as
the parmbsc0 force field, thereby further accentuating its own
defects. GBMV, on the contrary, is close to explicit solvation
values, except for roll, where light overestimation occurs.
The minor groove width is consistently widened with GBOBC1

and GBOBC2 and correctly modeled or slightly underestimated
with GBHCT. GBMV has opposite effects for the two force fields,
increasing the minor groove width with all27 and decreasing it
with parmbsc0. In all cases, minor groove width deformations
remain close to the range of force field and experimental
uncertainties. On the other hand, the influence of GB methods
on the major groove width is quite spectacular in terms of
deformation amplitude. The major groove width is consistently
and significantly overestimated with pairwise GB methods, in
particular with the parmbsc0 force field, which already inherently
widens it, leading to major groove widths as high as about 22 Å
with the parmbsc0+pairwise GB combinations. GBMV has an
opposite narrowing effect on themajor groove width, particularly
pronounced with the all27 force field which already under-
estimates it in itself, reaching a major groove width as low as
about 15 Å with the all27+GBMV combination. The best current
protocols leading groove widths in the correct explicit solvation
range thus appear to be parmbsc0+GBMV or all27+pairwise GB.
Backbone α, β, γ, ε, and ζ torsion angles are overall well

modeled with GB solvation methods. Distributions are almost
superimposable between the different GB implementations, and
maxima of probability stay close to the explicit solvation value.
There is no clear performance distinction between GBMV and
pairwise GB methods, as is the case with step parameters and
groove widths. One can however notice a general tendency of GB
methods to slightly increase α, β, γ, and ζ angle average values
and decrease ε. A widening of distributions can also be observed
compared to explicit solvation, standard deviations becoming
more comparable to experimental data, possibly reflecting im-
proved conformational sampling of torsional angles around their
canonical values with GB. The proportion of noncanonical α/γ
conformers is not increased by GB methods, staying under 0.5%
in all cases. The BI/BII ratio obtained with GB solvation is more
in favor of BI compared to explicit solvation (around 95/5). This
could be caused by insufficient sampling of the minor ε/ζ
conformer due to limited simulation length.
GB methods present more serious defects in terms of sugar

puckering angle and glycosidic torsion χ. AMBER pairwise GB
methods indeed tend to decrease the puckering and χ angles
main peak position when used with the parmbsc0 force field,
which already underestimates the χ torsion and has an intrinsic
East leaning puckering defect. Modal angle values as low as 125�
for puckering and �126� for χ are reached with the parmbsc0
+GBOBC combinations. When AMBER GB methods are used
with the all27 force field, the puckering angle underestimation is
less pronounced, and the χ angle is conformed to explicit
solvation. The CHARMM GBMV method effect is quite differ-
ent between the two force fields. The major peak position of

puckering and χ angles is slightly overestimated with the all27
force field and underestimated with parmbsc0 with an important
shoulder appearing in the East region of the puckering angle. In
addition, an important secondary peak is observed with all27 in
the puckering angle North region and around �151� for the χ
angle. Thus, the all27+GBMV combination appears to abnor-
mally favor the puckering C30-endo North conformation and a
substate of χ angle values which are characteristic of the A-DNA
form. Sugar puckering amplitude with GBmethods is close to the
correct range.
An important and perhaps unexpected result of this work is

that the GB method and force field choice influences on DNA
simulation quality can be of the same magnitude. As a conse-
quence, when FF andGB defects are opposite, they can fortuitously
compensate, sometimes leading to even better agreement with
experimental results than explicit solvation. For example, there is
defect compensation for slide, twist, and major groove width
when the all27 force field is used with pairwise GB methods.
Another finding is that GB influence on DNA structure is in
many cases relatively independent of the force field; that is, we
could observe consistent effects of GB methods on DNA
structural parameters when using different force fields. For
example, pairwise GB methods consistently decrease slide and
twist parameters and increase major groove width with both
force fields. This facilitates the analysis, as GB and FF effects can
to a certain extent be considered additive. An interest of this
study is to provide a quantitative estimation of structural
deformations expected when simulating DNA with GB solvation
methods. Overall, we can conclude that realistic DNA modeling
can be obtained with GB implicit solvation methods. In parti-
cular, the GBMV method implemented in CHARMM gives the
best results, comparable to explicit solvation in most cases.
Defects found in AMBER pairwise GB methods are generally
less pronounced or not present with the GBMV method. It has
however to be noted that the GBMV method is significantly
more time-consuming than pairwise GB implementations, by a
factor of about 7, although this includes inherent speed differ-
ences between AMBER and CHARMM. Among AMBER GB
variants, GBHCT leads to better DNA modeling than GBOBC1,
GBOBC2, or GBn. In light of our results, the best combinations of
force field and GB variants that we can recommend for DNA
simulations are parmbsc0+GBMV and all27+GBHCT; in the
latter case, compensation of defects contributes to the success
of the model. Ironically, this corresponds to the GB implementa-
tion of one program with the force field generally used with the
other program, that is, the “AMBARMM” and “CHAMBER”
approaches. Although all27+GBMV would come next, it features
worrying underestimation of the major groove, overestimation of
North puckering, and glycosidic angle values characteristics of
the A-DNA form. The parmbsc0+pairwise GB protocol is not
recommended for DNA simulations, as in this situation, force
field and GBmethod defects add up for slide, twist, major groove
width, puckering phase, and glycosidic torsion parameters, lead-
ing to important structural deformations.

’CONCLUSION

Implicit treatments of solvation like the generalized Born
approach are not expected to be as detailed and realistic as the
explicit simulation of solvent molecules, but they present many
advantages like improved computational efficiency, enhanced
conformational sampling, and the possibility of modeling large
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systems and conformational changes. Implicit solvation model-
ing of DNA is believed to be more challenging than proteins
because of the more complicated electrostatics environment. In
this study, we performed a systematic evaluation of two DNA
force fields with five different GB solvation models. We have
shown that past decade developments have brought GB models
into reasonable general agreement with explicit solvation and
experimental data in terms of DNA structure and dynamics, and
we identified particular defects of force fields and GB methods
still present. This work provides guidance for the choice of force
field and GB variant combinations in DNA simulations. The
protocol developed here can be reused to evaluate force field or
GB model modifications that could be suggested to improve
DNA theoretical models.
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ABSTRACT: Accelerated molecular dynamics (aMD) is an enhanced sampling technique that expedites conformational space
sampling by reducing the barriers separating various low-energy states of a system. Here, we present the first application of the aMD
method on lipidmembranes. Altogether,∼1.5μs simulations were performed on three systems: a pure POPC bilayer, a pureDMPC
bilayer, and a mixed POPC:DMPC bilayer. Overall, the aMD simulations are found to produce significant speedup in trans�gauche
isomerization and lipid lateral diffusion versus those in conventional MD (cMD) simulations. Further comparison of a 70-ns aMD
run and a 300-ns cMD run of the mixed POPC:DMPC bilayer shows that the two simulations yield similar lipid mixing behaviors,
with aMD generating a 2�3-fold speedup compared to cMD.Our results demonstrate that the aMDmethod is an efficient approach
for the study of bilayer structural and dynamic properties. On the basis of simulations of the three bilayer systems, we also discuss the
impact of aMD parameters on various lipid properties, which can be used as a guideline for future aMD simulations of membrane
systems.

’ INTRODUCTION

Lipid bilayers are important components of cellular mem-
branes. They serve as barriers against the diffusion of a large
variety of biomolecules, thereby providing a structural basis of
cellular compartmentalization. In recent years, molecular dy-
namics (MD) simulations have been increasingly used to study
the dynamic properties of lipid bilayers.1�12 For instance, the
lateral diffusion coefficient, the rotation about the lipid long axis,
and the collective undulatory motions have all been investigated
in MD studies.13�16 While these simulations have made a
significant contribution to our understanding of lipid bilayers,
the results are often compromised by the fact that dynamic
behaviors at the lipid�water interface occur on time-scales that
are not readily accessible to standardMD simulation approaches.
For example, the lateral diffusion coefficient of lipids is on the
order of 10�7 cm2/s,16 which means that on average a lipid
molecule travels only ∼10 Å in the bilayer plane during a 25-ns
simulation. As a result, studying dynamic properties of complex
membranes can become prohibitively expensive using atomistic
MD simulations. This is exemplified by themixing process of two
or more types of lipids,17�24 which generates mixed bilayers that
better resemble cellular membranes than bilayers composed of a
single lipid species.

In this study, we investigate the application of accelerated
molecular dynamics (aMD)25 to enhance the lateral diffusion
and mixing of lipid molecules in a bilayer. In its original form, the
aMD method modifies the potential energy landscape by adding
a continuous, non-negative bias potential to the energy wells
below a certain threshold, while leaving the energy barriers above
this threshold unaffected.25 As a result, barriers separating
adjacent energy basins are reduced, allowing the system to
sample conformational space with greater efficiency. Two para-
meters control the “amount” of acceleration introduced by aMD:

the acceleration threshold energy E, which determines the
portion of the energy surface affected by aMD, and the accelera-
tion factor α, which determines how smooth the modified
potential surface becomes.25 The aMD method has been suc-
cessfully applied in multiple studies of protein systems, such as
GB3,26 Ubiquitin,27 Ras,28 and the maltose binding protein.29

Here, we report the first application of aMD on lipid mem-
branes, focusing on the effect of different aMD parameters on the
trans�gauche isomerization, lateral diffusion, and mixing of a
bilayer system. Simulations totaling ∼1.5 μs were performed on
three systems: a pure POPC bilayer, a pure DMPC bilayer, and a
mixed POPC:DMPC bilayer. The two lipid species allow us to
compare the effect of aMD on lipids with distinct properties:
POPC has a saturated palmitoyl (16:0) chain and an unsaturated
oleoyl chain (18:1), while DMPC has the saturated myristoyl
(14:0) chain in both tails. We demonstrate that aMD can
significantly enhance the trans�gauche isomerization and lateral
diffusion for both lipid species. Furthermore, comparison with
conventional MD (cMD) simulations reveals a significant speed-
up in lipid mixing in the aMD simulation of the POPC:DMPC
bilayer. In the remainder of the text, we will first explain the
design of the simulations and then discuss the results of the three
systems mentioned above. Our results demonstrate that the
aMD method is an efficient approach to studying lipid bilayers,
which can also be extended to systems involving membrane
proteins. The parameters examined in our simulations provide
the first set of benchmarks for lipid aMD simulations, which may
be used as a guideline for parameter selection in future aMD
studies of membrane systems.
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’METHODS

System Preparation. A POPC bilayer was initially con-
structed using the membrane plugin of VMD30 with 39 mole-
cules in each leaflet. The membrane normal was placed along
the z axis, and a 15-Å water layer was added to each side of
the bilayer. The final system consists of 78 POPC molecules
and 3693 water molecules. Since this study involves a com-
parative analysis of trans�gauche isomerization, the initial
structure of the bilayer was designed to have a primarily trans
conformation in the lipid tail region (Figure 1). However,
simulating such a system directly under constant temperature
and pressure (NPT) conditions results in erroneous artifacts,
including significant interdigitation of the lipid tails and a
considerable decrease in the bilayer thickness. Therefore, two
test simulations were performed first, namely, a 1-ns simula-
tion under constant temperature and volume (NVT) condi-
tions, during which only the lipid tails were free to move,
followed by a 10-ns NPAT (constant temperature, pressure,
and surface area) simulation. The average volume of the
system during the last nanosecond of the NPAT simulation
was calculated and considered the target volume. Then, the
following equilibration protocol was used to prepare the
system for the production runs: Starting from the POPC
system built initially (Figure 1), we performed a ∼10 ps
NPT simulation with the phosphorus atoms constrained at
their initial positions using a spring constant of 5 kcal/mol/Å2,
which was followed by a 20 ps NPAT run. These two short

simulations brought the system to the target volume, while
allowing most of the lipid tails to maintain their trans con-
formation. The final system has an area per lipid of 68.5 Å2,
which is similar to the experimentally determined value for
POPC in the Lα phase (68.3 ( 1.5 Å2).31

A DMPC bilayer was constructed using the above POPC
bilayer as a template, which contained 78 DMPC molecules and
3535 water molecules. Following a protocol similar to that
described above, this system was brought to the target volume
with an area per lipid of 60.3 Å2, comparable to the two reported
experimental values for DMPC: 59.7 Å2 32 and 60.6 Å2.33

Additionally, a mixed bilayer was generated by combining half of
the DMPC with half of the POPC system. The mixed bilayer
contains 39 DMPC, 39 POPC, and 3532 water molecules, with
an area per lipid of 64.9 Å2.
aMD: The method. In the original form of aMD,25 when the

potential energy of the system falls below a threshold energy, E, a
boost potential is added, such that the modified potential, V*(r),
is related to the original potential, V(r), via

V�ðrÞ ¼ VðrÞ þ ΔVðrÞ ð1Þ
where ΔV(r) is the boost potential

ΔVðrÞ ¼
0 VðrÞ g E

ðE� VðrÞÞ2
α þ E� VðrÞ VðrÞ < E

8>><
>>: ð2Þ

In the above equation, E is the threshold energy specified by the
user, which controls the portion of the potential surface affected
by the bias, and α is the acceleration factor that determines the
shape of the modified potential: when E is fixed, the smaller α is,
the more flattened the energy surface becomes.
From an aMD simulation, the ensemble average of an ob-

servable, ÆAæ, can be calculated via the following reweighting

Figure 1. The initial structure of the POPC bilayer simulation system.

Table 1. cMD and aMD Simulations Performed for the
POPC, DMPC, and Mixed POPC:DMPC Bilayersa

lipid simulation dE dα t (ns)

POPC cMD1 70

cMD2 70

E1 10 3 70

E2a1 30 1 10

E2a2 30 3 10

E2a3 30 30 70

E3a1 40 10 10

E3a2 40 20 70

E3a3 40 40 70

DMPC cMD1 70

cMD2 70

E1 8.8 2.6 70

E2a1 26.4 0.88 70

E2a2 26.4 2.6 70

E2a3 26.4 26.4 70

E3a1 35.2 8.8 70

E3a2 35.2 17.6 70

E3a3 35.2 35.2 70

mix cMD 300

aMD 37.6 18.8 70
aThe unit of aMD parameters (dE and dα) is kcal/mol/lipid.
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equation:

ÆAæ ¼ ÆAðrÞ expðβΔVðrÞÞæ�
ÆexpðβΔVðrÞÞæ� ð3Þ

in which β = 1/kBT and Æ...æ* represents the ensemble average
in the aMD ensemble.
aMD Simulation Parameters. Following the preparatory

simulations described earlier, two cMD and seven aMD simula-
tions were performed under NVT conditions for each of the
POPC and DMPC bilayers (Table 1). All of the aMD simula-
tions listed in Table 1 were performed using the “boosting
dihedral” mode (aMDd).25,34 Additionally, a dual-boost aMD
(aMDdual)35,36 simulation was performed for the POPC bilayer,
which will be described in more detail in the Results and
Discussion section. Similar to previous aMD studies,27,37,35 the
average dihedral energy of the system during a cMD simulation
was used as a reference to set the aMD parameters E and α, i.e.,
E = Vavg + dE*N andα = dα*N, where Vavg is the average dihedral
energy of the system in the first 1 ns of the cMD simulation, N =
78 is the number of lipid molecules, and dE and dα are constants
with units of kcal/mol/lipid. For the pure POPC bilayer, three
acceleration threshold energy values (E1, E2, and E3) were
examined, with dE = 10, 30, and 40 kcal/mol/lipid, respectively.
For the last two acceleration thresholds, three independent
simulations were performed with different α values (a1, a2,
and a3). Note that while E1, E2, and E3 uniquely identify the
threshold energy used in an aMD simulation, a1, a2, and a3 only
distinguish simulations within the same threshold energy level,
i.e., E2a2 and E3a2 have different α values (see Table 1).
In order to keep the acceleration level comparable for the

POPC and DMPC bilayers, the aMD parameters for the pure
DMPC bilayer were set using the same equations described
above, with dE and dα scaled by diheDMPC/dihePOPC, i.e., the
ratio of the number of dihedrals in the DMPC and POPC
bilayers.
With the exception of three POPC aMD runs, all cMD and

aMD simulations mentioned above were performed for 70 ns.
Three POPC aMD simulations, E2a1, E2a2, and E3a1, revealed
artificial cis�trans conformational changes and were terminated
at t = 10 ns. These simulations are discussed in more detail in the
Results and Discussion section. Following each 70-ns aMD run, a
10-ns cMD simulation was performed, the starting structure of
which was taken from the snapshot with the highest boost
potential in the last 5 ns of the aMD trajectory. We will refer
to them as “-eq” trajectories of the corresponding aMD runs; e.g.,
E1-eq refers to the 10-ns cMD simulation following the aMD
run E1.
For the mixed POPC:DMPC bilayer, one cMD and one aMD

simulation were performed. The aMD parameters were chosen
on the basis of the E3a2 simulations of POPC and DMPC (see
Table 1). The aMD simulation of the mixed bilayer was
performed for 70 ns, while the cMD simulation was performed
for 300 ns to allow sufficient lipid mixing events to be sampled.
Simulation Protocols. As this study was initiated before the

latest CHARMM36 force field38 was available, the CHARMM27r
force field for lipids was used.39,40 The cMD simulations were
performed with the 2.7b1 release of NAMD,41 while the aMD
simulationswere performedwith the recentNAMD implementation
of aMD,34 now availabe in the 2.8 release of the software. All
simulations were performed using a time step of 2 fs, with bonds
involving hydrogen atoms constrained using RATTLE42 and water

geometries maintained using SETTLE.43 The multiple-time-step-
ping algorithm was used, with short-range forces calculated every
step and long-range electrostatics calculated every 2 steps. The cutoff
for short-range nonbonded interactions was set to 12 Å, with a
switching distance of 10 Å. Assuming periodic boundary conditions,
the particle mesh Ewald (PME) method44 with a grid density of at
least 1/Å3 was employed for computation of long-range electrostatic
forces. The temperature was maintained at 303 K for all simulations
using Langevin dynamics with a damping coefficient of 1 ps�1. In
NPT or NPAT simulations, the pressure was kept constant at 1 atm
using a Nos�e�Hoover�Langevin piston.45

’RESULTS AND DISCUSSION

Performance of aMD. In line with a previous study,34 the
aMD simulations performedwithNAMD are slightly slower than
the corresponding cMD runs. Using a local cluster with Infini-
Band connections, the cMD and aMD simulations gave on
average 0.0758 days/ns and 0.0782 days/ns on 36 processors
or 0.0624 days/ns and 0.0680 days/ns on 48 processors,
respectively. The 3�9% slowdown in aMD is primarily due to
an extra round of energy reduction calls.34 More comprehensive
evaluation of the aMD performance can be found in the
aforementioned study.
Pure POPC and DMPC Bilayers. trans/gauche Ratio. For

both POPC and DMPC bilayers, the probability distributions of
the lipid tail dihedrals were constructed using the last 20 ns of the
70-ns cMD simulations. Since the trans�gauche isomerization is
a rapid process, the above results can be viewed as equilibrium
distribution profiles. As shown in Figure S1 (Supporting In-
formation), most dihedrals exhibit similar distributions, with
three notable exceptions in the POPC bilayer: C7�C8�C9�
C10, C8�C9�C10�C11, and C9�C10�C11�C12, which all
involve the cis double bond in the unsaturated oleoyl chain. On
the basis of the profiles in Figure S1, we calculated the trans/
gauche ratio with the trans conformation defined as χe� 150� or
χ > 150� and the gauche conformation defined as�97� < χe�
37� or 37� < χ e 97�. Due to their unique distribution profiles,
the three dihedrals mentioned above are not included in the
calculation of the trans/gauche ratio for POPC.
As shown in Figure S2 (Supporting Information), while the

simulations started with a primarily trans conformation, the
trans/gauche ratio became stabilized shortly after the simulations
began. This fast isomerization is consistent with results from
earlier studies.46 To quantify the difference between cMD and
aMD results, we calculated the equilibrium trans/gauche ratio
using the last 20 ns of each cMD and aMD run and recorded the
time when a simulation first reached its equilibrium value.
Overall, the isomerization appears to be slower in POPC than
DMPC: The equilibrium trans/gauche ratio was reached in 526
and 727 ps in the two cMD simulations of POPC, while the
corresponding numbers are 55 and 82 ps in the two cMD
simulations of DMPC. For both lipid species, aMD produced a
significant speedup, with the fastest isomerization occurring
within 81 ps for POPC and 13 ps for DMPC, corresponding
to a 7.7- and 5.3-fold speedup from the cMD simulations,
respectively. The slower isomerization in POPC may be related
to its longer hydrocarbon tails and a lower equilibrium trans/
gauche ratio (2.08) than DMPC (2.44). It should be noted that
since the simulations started with the area per lipid correspond-
ing to an Lα-phase bilayer, these results only reflect the difference
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of cMD and aMD in promoting trans�gauche isomerization and
should not be compared to a gel-to-fluid phase transition.
Lateral Diffusion Coefficient. The lipid lateral diffusion coeffi-

cient D was calculated according to the Einstein relation:

D ¼ 1
N∑

N

i

1
4t
ÆjriðtÞ � rið0Þj2æ ð4Þ

where N is the number of lipids in the system, ri(t) and ri(0) are
the coordinates of the center-of-mass (COM) of a lipid molecule
in the membrane plane at time t and time 0, respectively. To
allow for sufficient equilibration, the last 60 ns of each cMD and
aMD simulation were used to calculate D. The time origin t = 0
was shifted along the simulation trajectory to make use of all data
points, and themean square displacement (MSD) data from t = 1
ns to t = 20 ns were used to determine D by a least-squares
method.
The lateral diffusion coefficients obtained from the above

calculations are listed in Table 2. To quantify the comparison of
cMD and aMD results, we took the average of D obtained from
the two cMD simulations of each bilayer and used it to calculate
the relative lateral diffusion coefficients (Drelative) for each

simulation. As shown in Figure 2 and Table 2, significant speedup
is observed in all aMD simulations, with a maximum speedup of
247% for POPC and 287% for DMPC in the aMDd runs.
Furthermore, a 349% speedup is observed in the aMDdual
simulation of POPC. The difference in the two lipid species
and the effect of aMD parameters on lipid lateral diffusion are
discussed in the next section.
Recently, Roark and Feller16 showed that for a small system,

the correlation length of monolayer COMmotions was compar-
able with the dimension of the simulation unit cell. As a result, a
small system may produce an artificially large D.7 Removing the
monolayer COM prior to the calculation alleviates this problem,
although such a treatment also introduces another artifact,47

resulting in the underestimation of the lateral diffusion co-
efficient.16 In this study, the monolayer COM motions are
removed before the calculation of D, because it produces the
highest statistical precision for our simulation data (see Figure
S3, Supporting Information). While we note that this treatment
still suffers from the finite size effect described by Yeh and
Hummer,47 such an effect is present in both cMD and aMD
simulations and, therefore, should not affect the comparison of
the two methods significantly.
Effect of E and α. Further analysis of the lateral diffusion

coefficients allows us to examine the effect of aMD parameters:
Overall, larger values of E and smaller values of α produce faster
lateral diffusion, which is explained by a higher boost potential
as a result of the changes in E and α. For instance, with dE kept at
40 kcal/mol/lipid, decreasing dα from 40 (E3a3) to 20 (E3a2)
kcal/mol/lipid increased the POPC lateral diffusion coeffi-
cient by 40%. Meanwhile, with dα kept at 2.6 kcal/mol/lipid,
increasing dE from 8.8 (E1) to 26.4 (E2a2) kcal/mol/lipid
for DMPC increased D by 42%. Such a general relationship
between the acceleration level and the two aMD parameters
has been well established in earlier aMD studies of peptides or
proteins.25,26,34,48

Comparison of the DMPC E1 and all of the E3 simulations
suggests that the parameter E plays the dominant role in these
aMD runs, since the increase in E determines the speedup in lipid
lateral diffusion. Similar observations can be made from the
comparison of E1 and E2a3 simulations of POPC. These results

Table 2. Lateral Diffusion Coefficients of POPC and DMPC
Calculated from cMD and aMD Simulationsa

POPC DMPC

simulation D (10�8 cm2/s) Drelative D (10�8 cm2/s) Drelative

cMD1 6.2 98% 6.4 107%

cMD2 6.4 102% 5.5 93%

E1 10.4 164% 8.9 149%

E2a1 17.2 287%

E2a2 12.6 212%

E2a3 15.6 247% 9.1 152%

E3a1 17.0 285%

E3a2 15.2 240% 13.9 233%

E3a3 10.8 172% 10.8 181%
a Drelative is defined as 2D/(D1 +D2), where D1 andD2 are the diffusion
coefficients of the cMD1 and cMD2 simulations, respectively.

Figure 2. Themean square displacement (MSD) of POPC (a) andDMPC (b) calculated from cMD and aMD simulations. The cMD results are shown
in thin black lines, while the aMD results are shown in thick lines. Results from different aMD simulations are distinguished by their colors and line styles.
The corresponding lateral diffusion coefficients are listed in Table 2.
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suggest that when the initial acceleration threshold energy is low,
increasing E is very efficient in raising the acceleration level.
However, once E becomes large, α often assumes the dominant
role in determining the speedup of the lateral diffusion. For
example, when dE is reduced from 40 (E3a3) to 30 (E2a3) kcal/
mol/lipid, decreasing α still results in larger D for POPC,
suggesting that the impact ofα outweighs that of E in these cases.
The analysis of all aMD simulations listed in Table 1 reveals

that POPC ismore sensitive to the change inα thanDMPC. This
difference may be explained by the different structures of the two
lipids: the double bond in the sn-2 oleoyl chain of POPC
produces a large energy barrier, which is smoothened by small
α values. Such a role of α in controlling the roughness of the
modified potential49,50 and the dynamics of the simulated system
has been investigated in previous studies.35,51 In the case of
POPC, when α becomes too small, the energy barrier of the
double bond is significantly lowered, and the artificial cis�trans
transition may occur. Such an artifact (Figure S4, Supporting
Information) is observed in three aMD simulations, E2a1, E2a2,
and E3a1, where dα was set to 1, 3, and 10 kcal/mol/lipid,
respectively. These aMD simulations were terminated at t = 10 ns
and not included in any further analysis. Apart from simulations
designed to study the double bond cis�trans transition, small
α values should be used with caution to avoid similar artifacts in
aMD simulations of unsaturated fatty acids.

Another interesting observation from Figure 2 is that once
the acceleration has been raised to a certain level, either through
increasing E or decreasing α, the effect of further acceleration
can be very limited. For instance, while the POPC E3a2
simulation has the largest E and the smallest α, its lateral
diffusion coefficient is very similar to E2a3, which has the
second highest acceleration level among aMD simulations of
POPC. This result may reflect the limit of the aMD method
used in these simulations, where only the dihedral potential is
boosted (the aMDd mode). The speedup observed in these
simulations may be attributed to a more flexible lipid structure,
as revealed by the faster trans�gauche isomerization of lipid
tails (Figure S2, Supporting Information) and increased rota-
tion and barrier-crossing events of the headgroup (Figure S5,
Supporting Information). Since nonbonded interactions are
known to play an important role in bilayer dynamics, the lipid
lateral diffusion can be expected to be further enhanced using
aMDT (boosting the total potential) or aMDdual (dual boost)
simulations, where the boost potential is applied to all degrees
of freedom in the system.35,36 As a test of this hypothesis, we
performed an aMDdual simulation on the POPC bilayer
(Figure S6, Supporting Information), where the same boost
potential used in the E3a2 simulation was chosen for the
dihedrals, with a separate boost potential (dE = dα = 0.15
kcal/mol/atom, see Figure S6) applied on the remaining

Figure 3. Order parameter SCD of POPC (a, b) and DMPC (c, d) in aMD-eq simulations. Calculations were performed using the last 5 ns of the 10-ns
aMD-eq simulations (colored lines). For comparison, the same calculation was repeated using a 5-ns block for the last 20 ns of the cMD1 and cMD2
simulations (eight gray lines).
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degrees of freedom. As shown in Figure S6, the lateral diffusion is
enhanced by an additional 45% relative to the E3a2 simulation
described earlier. Further optimization of the aMD parameters may
lead to an even greater speedup and is currently under investigation
in our lab.
Equilibration of aMD Systems. As shown in Figure S2

(Supporting Information), the trans/gauche ratios obtained
from aMD simulations are slightly different from the corre-
sponding cMD results. Indeed, the equilibrium trans/gauche
ratio ranges from 1.90 to 2.04 in the POPC aMD simulations
and from 1.98 to 2.31 in the DMPC aMD simulations, while the
corresponding cMD values, averaged over cMD1 and cMD2,
are 2.08 for POPC and 2.44 for DMPC. Such differences are
expected for these unweighted aMD simulations, since the
ensemble average of an observable needs to be recovered from

the reweighting procedure given in eq 3. Unfortunately,
straightforward application of eq 3 remains a challenge for
systems with tens of thousands of atoms, due to the statistical
noise associated with the exponential form of the reweighting
equation, which tends to manifest any small fluctuations in the
boost potential.52

In this work, we explored the use of a short cMD simulation to
bring the aMD system back to the original, unbiased ensemble.
As described in the Methods section, we performed a 10-ns cMD
simulation seeded from the structure with the highest boost
potential in the last 5 ns of an aMD trajectory. The high boost
potential determines that the corresponding structure has a
relatively large weight in the reweighting process. From the
aMD-eq simulations, we calculated various structural properties
of the bilayer, including the order parameter SCD and the electron

Figure 4. Electron density profiles of POPC (a) and DMPC (b) in selected aMD-eq simulations. Calculations were performed using the last 5 ns of the
10-ns aMD-eq simulations (colored lines). For comparison, the same calculations were repeated using a 5-ns block for the last 20 ns of the cMD1 and
cMD2 simulations (eight gray lines).

Figure 5. Representative snapshots of the mixed POPC:DMPC bilayer in cMD (a) and aMD (b) simulations. The POPC and DMPC molecules are
colored in black and green, respectively. For clarity, only one monolayer is displayed in the top view figures, and nine periodic images, including the
original unit cell in the middle, are shown. Both monolayers are included in the side view figures, and three periodic images are shown.
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density profile (EDP). By comparing these properties with
results from the 70-ns cMD simulations, we evaluated the ability
of the aMD-eq simulations to bring the bilayer systems to the
original potential energy surface.
The deuterium order parameter SCD, which is a measure of the

disorder in lipid tails, was calculated from our simulations
according to

SCD ¼ 1
2
Æ3 cos2 θ� 1æ ð5Þ

where θ is the angle between the CH-bond vector and the bilayer
normal. The electron density profile EDP was obtained accord-
ing to Feller et al.;53 namely, the time-averaged number of
electrons was counted for every 0.1-Å slab along the membrane
normal. As shown in Figures 3 and 4, overall, the SCD and EDP
calculated from the aMD-eq simulations are very similar with the
cMD results. A slightly larger deviation is observed for the SCD
of the POPC sn-2 chain in the E3a2-eq simulation (Figure 3).

In light of this deviation, we extended the E3a2-eq run to 20 ns
and repeated the SCD calculations. As shown in Figure S7
(Supporting Information), the SCD results of the extended
simulation agree well with the cMD data. Additionally, we also
found good agreement between aMD-eq and cMD results for the
distribution profiles of all headgroup dihedrals, as well as the
equilibrium trans�gauche ratios of lipid tails (data not shown).
On the basis of the above analysis, we conclude that the 10-ns

aMD-eq simulations allowed most bilayer systems to relax back
to the original, unbiased ensemble. However, since longer
equilibration was required for the E3a2 simulation of POPC,
these results also suggest that aggressive acceleration levels
should be used with caution, since they might render undesirable
structural artifacts or require longer equilibrations following
aMD. Overall, the relatively short equilibrations described above
suggest that our bilayers were not driven too far away from the
original ensemble by the aMD boost potential. This result may
be attributed to the relatively modest acceleration applied in the

Figure 6. Radial pair distribution functions of the mixed POPC:DMPC bilayer. (a, b) Results of the cMD (a) and aMD (b) simulations. The g(r)
calculations were performed using a 10-ns block for three lipid pairs�POPC:POPC, DMPC:DMPC, and POPC:DMPC. Results are colored in light
gray for the beginning of a simulation and dark gray for the end of the simulation. (c) Comparison of g(r) obtained from the last 10 ns of the cMD (solid
line) and aMD (dashed line) simulations.
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current study, as well as the homogeneous nature of a lipid
bilayer, which tends to have a smoother potential surface
compared with protein systems. A number of studies have
investigated post-aMD analysis methods for protein systems28,29,54

and the reweighting issue described earlier.55,56

Mixing of POPC and DMPC. Encouraged by the enhanced
lipid lateral diffusion in aMD simulations, we set out to examine
the effect of aMD on lipid mixing. On the basis of the lateral
diffusion calculation described above, we set the acceleration
level to dE = 37.6 kcal/mol/lipid and dα = 18.8 kcal/mol/lipid,
equivalent to the E3a2 simulations of pure POPC or DMPC,
which produced the best performance in enhancing lipid diffu-
sion without affecting the conformation of the POPC sn-2 chain.
As shown in Figure 5, the mixing of POPC and DMPC is

significantly expedited by the aMD simulation. To quantify the
comparison, we calculated the 2D radial distribution functions,
g(r), for the lipid pairs DMPC:DMPC, POPC:POPC, and
POPC:DMPC. The calculation was performed for each mono-
layer separately, using the projection of lipid COMs on the
membrane plane. The evolution of g(r) in both cMD and aMD
simulations is highlighted by the color change from light gray to
dark gray in Figure 6. As clearly shown in this figure, during both
simulations, the g(r) peak at r = 8�10 Å in the DMPC:DMPC
and POPC:POPC pair distribution functions is gradually
smoothened, indicating that the lipid molecules are no longer
characterized by the clustering of like neighbors. The g(r) of the
POPC:DMPC pair has an opposite trend, which corresponds to
an increasing degree of mixing. Note that the final g(r) functions
are very similar in the two simulations (Figure 6c), which
indicates that the aMD result is in good agreement with the
cMD simulation.
Analysis of the g(r) data shows that the lipids are well mixed at

t = 50 ns in the aMD simulation, which is reflected in a small
(0.21) root-mean-square-deviation (RMSD) of the POPC:
DMPC g(r) compared to the final g(r). In contrast, the RMSD
of the POPC:DMPC g(r) is 0.77 at t = 70 ns in the cMD
simulation and only dropped to 0.29 at t = 120 ns. Similarly, with
reference to the final DMPC:DMPC g(r), the RMSDof the aMD
run reached 0.33 at t = 40 ns, while the RMSD of the cMD run is
0.43 at t = 130 ns. On the basis of these results, we estimate that
aMD affords an approximate 2�3-fold speedup in lipid mixing
compared to the cMD simulation.
Interestingly, both the cMD and aMD results suggest that the

POPC:DMPC bilayer may deviate from an ideal mixture, which
is in agreement with phase diagrams derived from calorimetric
data.57,58 As shown in Figure 5, small clusters of like lipids can be
identified at the end of both aMD and cMD simulations. Mean-
while, the g(r) plots revealed a small peak at r = 8�10 Å in the
final DMPC:DMPC and POPC:POPC radial distribution func-
tions, which is absent in the POPC:DMPC result (Figure 6c).
These data reflect a tendency for lipids of the same species to
aggregate in the mixed POPC:DMPC bilayer, which may be
explained by nonideal mixing of the bilayer. However, even for an
ideal mixture, the system is likely to experience fluctuations and
occasionally deviate from ideality. Therefore, cMD or aMD
simulations of longer duration are needed to fully understand
the mixing behaviors of the POPC:DMPC system at the
atomistic level. Given the lateral diffusion results discussed
earlier, larger bilayers of mixed lipid species may be used to
reduce the finite size effect.47 The computational resources
conserved through the use of aMD may be even greater for

these larger bilayers, since the cost of a simulation is proportional
to the size of the system.

’CONCLUSIONS

Using 1.5-μs simulations, we studied the effect of accelerated
MD on trans�gauche isomerization, lateral diffusion, and lipid
mixing of three bilayer systems—POPC, DMPC, and mixed
POPC:DMPC. Overall, aMD produced a significant speedup in
lipid equilibration and diffusion: For the pure POPC and DMPC
bilayers, aMD produced up to 8 times faster trans�gauche
isomerization and up to a 3-fold speedup in lipid lateral diffusion.
From a comparative analysis of seven aMD simulations for each
of the POPC andDMPCbilayers, we examined the effect of aMD
parameters on the structural and dynamic properties of the two
lipid species. POPC was found to be more sensitive to the
acceleration factor α, which controls the shape of the modified
potential energy surface. We demonstrate that small α values can
produce significant speedup in lipid lateral diffusion. However,
on further decreasing α below a certain threshold, the artificial
cis�trans transition may occur in the POPC oleoyl chain, due to
the smoothened energy barrier associated with the double bond.
For this reason,α should be chosen with caution to avoid such an
artifact in aMD simulations of unsaturated lipids. Meanwhile,
selective aMD,56 where the boost potential is only applied to a
certain part of the system, may prove a useful alternative for these
systems.

On the basis of the results of pure POPC and DMPC bilayers,
we tested the ability of aMD to enhance lipid mixing in the
POPC:DMPC bilayer. A 70-ns aMD simulation and a 300-ns
cMD run revealed similar mixing behaviors, with aMDproducing
a 2�3-fold increase in the mixing speed. Since interactions with
lipids are crucial to the stability and proper function of a large
number of membrane proteins, the aMD method may be
particularly useful in speeding up the equilibration of various
lipid species surrounding a membrane protein. The results
presented in this work provide the benchmarks for these future
aMD studies of bilayers with single- or multiple-lipid compo-
nents. Additionally, the parameters examined here can be used as
a starting point for further optimization in aMD simulations of
membrane systems.
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ABSTRACT: In the waste recycling Monte Carlo (WRMC) algorithm,1 multiple trial states may be simultaneously generated and
utilized during Monte Carlo moves to improve the statistical accuracy of the simulations, suggesting that such an algorithmmay be well
posed for implementation in parallel on graphics processing units (GPUs). In this paper, we implement twowaste recyclingMonteCarlo
algorithms in CUDA (Compute Unified Device Architecture) using uniformly distributed random trial states and trial states based on
displacement random-walk steps, and we test the methods on a methane�zeolite MFI framework system to evaluate their utility. We
discuss the specific implementation details of the waste recycling GPU algorithm and compare the methods to other parallel algorithms
optimized for the framework system.Weanalyze the relationship between the statistical accuracy of our simulations and theCUDAblock
size to determine the efficient allocation of the GPU hardware resources. We make comparisons between the GPU and the serial CPU
MonteCarlo implementations to assess speedup over conventionalmicroprocessors. Finally, we apply our optimizedGPU algorithms to
the important problem of determining free energy landscapes, in this case for molecular motion through the zeolite LTA.

1. INTRODUCTION

With the introduction of multicore chips, a new paradigm of
scientific computing has emerged in which scientific application
codes took advantage of on-chip parallelism provided by the
hardware. As computing capabilities move toward an era of
exascale computing, various hardware, such as many-core CPUs,
GPUs, and CPU�GPU fusion architectures are emerging to
provide the next important shift in the area of high performance
computing. Originally intended to handle computation for
graphics, GPU scientific computing has introduced new paralle-
lization techniques that are being utilized in solving scientific
problems. Compared to CPUs, GPUs have more transistors
devoted to data processing as opposed to cache memory and
loop control, and accordingly programs that can be efficiently
mapped onto this multithreaded hardware can see significant
performance improvement. To achieve efficient computations,
the GPU and CPU can work together in a heterogeneous
coprocessing computing model where the sequential part of
the code can be executed inside the CPU while the computa-
tionally intensive massively parallel part of the code can be
accelerated inside the GPU. Traditionally, GPUs have been used
mostly for graphics intensive applications but the release of
NVIDIA’s CUDA has allowed programmers to use C-like syntax
language for code development, extending its utility for scientific
computing.2 Thus far in computational chemistry, there has been
substantial GPU code development in both molecular dynamics
(MD)3 and Monte Carlo (MC) simulations.4�6 MC simulations
are very similar to MD, and as such, many of the techniques
developed for molecular dynamics simulations such as neighbor
lists and cell lists7 can also be used in a Monte Carlo simula-
tions. However, for some systems for which molecular dynamics

simulations can be extremely time-consuming or simply not
feasible, special Monte Carlo algorithms can make these simula-
tions orders of magnitude more efficient.7 Of particular interest
are simulations of open systems, which rely on the addition or
removal of particles. Such systems can be conveniently simulated
in the grand-canonical ensemble using aMonte Carlo simulation.
In this paper, we shall focus on techniques to accelerate the MC
simulations of molecular systems on the GPU that expand beyond
the acceleration present in typical GPU-based MD codes.

In essence, this paper seeks to address the broad question of
how wemay best leverage GPU resources in conductingmolecular
Monte Carlo simulations. Here, we consider three alternative
avenues to accelerating convergence of a simulated thermody-
namic property—the average energy per molecule. We then
apply these acceleration strategies to the estimation of free
energies, an important and difficult goal of molecular simulation.
The three strategies are orthogonal and involve (1) an embar-
rassingly parallel implementation of many side-by-side Monte
Carlo simulations, (2) the parallelization of the pairwise summa-
tion of Lennard-Jones (LJ) interactions, and (3) the use of multi-
proposal Monte Carlo coupled with waste recycling on the
rejected states. The first avenue, embarrassingly parallel simula-
tions, is certainly available to both molecular dynamics and
Monte Carlo simulations; however, the small number of mobile
molecules in these Monte Carlo simulations make this paralle-
lization strategy tractable. The motivation for this approach lies
in using each GPU thread to gather as much independent
statistics as possible. The second avenue, parallelization of the
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pairwise summation of LJ energies, is more pertinent to MC
simulations, while in principle being amenable to MD simula-
tions. While the LJ pair potential is employed in molecular
dynamics simulations, there are two distinctions in its application
in these MC simulations. For MD, all particles are moved at each
time step, requiring a reevaluation of all pair forces at each time
step, while in MC, one particle is moved for each MC step,
resulting in fewer pairs contributing to changes in interactions at
each step. Furthermore, asMC is only concerned with changes in
the total energy of the system, reduction on the GPU of the sum
over pair interactions results in a single systemwide energy, rather
than distinct forces applied to each individual particle, resulting
in a simpler reduction algorithm. These factors combine to yield
a simplified parallelization scheme for LJ interactions. The goal of
this approach is to conduct each single, traditional Monte Carlo
step as quickly as possible. The third avenue, multiproposal MC
combined with waste recycling, is also available solely to MC
simulations and is an option for the use of computing power
which is wholly novel. In essence, the threads of the GPU are
employed to propose many possible new states at each MC step,
and waste recycling is employed to harvest as much information
from both the chosen state and the rejected states. Waste
recycling has been employed in tandemwith molecular dynamics
previously through the use of multiple time slice estimators.8 The
route to parallelizing such an approach would rather focus on the
energy and the force evaluations of the proposals that are
generated successively by the molecular dynamics, while multi-
proposal MC algorithms are inherently parallelizable.

At this point, we would like to emphasize that the above
techniques are generally applicable. However, as in any Monte
Carlo simulation, the efficiency depends very much on the details
of the system. Therefore, we illustrate the application of these
techniques to a system of practical importance, methane ad-
sorbed in the zeolites MFI (silicalite) and LTA. Zeolites are
nanoporous materials important in catalysis and separations for
(petro)chemical processes, and molecular simulation has proven
invaluable in evaluating the thermodynamics and kinetics asso-
ciated with molecular absorption and motion through zeolites.9

For these systems, the pores can slow down the dynamics of the
adsorbed molecules by orders of magnitude, making the use of
Monte Carlo techniques crucial. In addition, adsorption iso-
therms are conveniently calculated in the grand-canonical en-
semble, which requires the use of Monte Carlo simulations.

The paper is organized as follows. In section 2, we describe the
molecular modeling and Monte Carlo simulation of methane
adsorbed in zeolites. In section 3, we outline the mapping of the
methane�zeolite system onto a GPU. In section 4, we describe in
detail our GPU Monte Carlo algorithms as well as provide
optimization techniques utilized in each of the different paralleliza-
tion methods. In section 5, we present results of our simulations
for the methane�MFI system for the different parallelization
approaches, and we discuss the merits of each approach. We also
apply our GPU acceleration schemes to determining the free
energy profile of methane adsorbed in the LTA zeolite. Finally, in
section 6, we summarize the important issues mentioned in the
paper and briefly look ahead to future work.

2. ZEOLITE SIMULATIONS

2.1. Molecular Models for Zeolites. Zeolites are nanoporous
crystalline materials. At present, there are over 200 different
crystal structures, each with a different pore structure. The size of

these pores ranges from a few angstroms to 2 nm. In this work, we
study MFI (Figure 1a) and LTA (Figure 1b), which are both
frequently studied materials.10�12

These two zeolites present markedly different pore topologies.
MFI is composed of intersecting straight and zigzag channels.
The snapshot in Figure 1a shows methane molecules adsorbed
within zigzag channels, and these channels are not easily visible.
In contrast, LTA is composed of an intersecting structure of large
cages with narrower windows connecting them in all three
directions, resulting in a simple cubic lattice of cages with free
energy barriers to diffusion across each window. Figure 1b clearly
displays the four frontmost cages with four posterior cages in
lighter coloring.
Monte Carlo simulations have been crucial in studying these

zeolite systems. In assessingmolecular adsorption isotherms,Monte
Carlo simulations are necessary in order to allow for particle number
varying with applied chemical potential via grand canonical simula-
tions. Furthermore, Monte Carlo simulations provide a straightfor-
ward route for calculating the free energy barriers to diffusion.11,13 In
this work, we focus on accelerating canonical MC simulations for
methane in the zeolitesMFI and LTA, but the lessons gleaned from
this study can be broadly applicable to grand canonical simulations
of this system and MC simulations of other molecular systems.
The focus of this work is on canonical (NVT) Monte Carlo

simulations where the number of particles (N), volume (V), and
temperature (T) remain the same throughout the simulation.
Our predominant system of interest consists of methane mol-
ecules within a zeolite framework, which we assume to be rigid.
The force field is parametrized using the conventional assump-
tions: the zeolite framework is rigid, and the interactions are
dominated by the oxygen atoms in the zeolite framework. The
number of methane molecules is varied for different sets of
simulations while the number of framework oxygen atoms
remains fixed, leading to different loadings of the framework
and different effective densities of the methane molecules. In all
simulations, the temperature is fixed to 300 K.

Figure 1. Snapshots of two zeolites with oxygen in red and silicon in
gray. The adsorbate methane is shown only in MFI with carbon in black
and hydrogen in white. Each zeolite is viewed from the (100) axis and
contains a total of eight unit cells. The front four are opaque, and the
back four are transparent. The LTA simulation box is composed of eight
supercells connected to each other in the x, y, and z directions via
windows of smaller radius and higher free energy. The high symmetry of
this structure allows us to visualize these passageways relatively easily. In
the snapshot of LTA, the four opaque quandrants of the zeolite cor-
respond to the front four supercages of the zeolite, viewed through the
frontmost windows shownwith thicker bonds. MFI is composed of zigzag
and straight channels. The 10 methane adsorbates are most visible along
the (100) axis in this instantaneous configuration at locations within the
zigzag channels directed along the x axis. However, the channels
themselves are not visible in completion due to their kinked nature.
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For each zeolite simulated, the simulation box is comprised of
eight (2 � 2 � 2) unit cells. The three-dimensional MFI crystal
unit cell has dimensions of 20.022 Å� 19.899 Å� 13.383 Å and
contains 288 framework atoms. The MFI simulation box con-
tains a total of 2304 (1536 oxygen and 768 silicon) atoms. The
LTA crystal unit cell is cubic with a side length of 12.278 Å. There
are 72 framework atoms inside this unit cell, resulting in a total of
576 (384 oxygen and 192 silicon) atoms in the simulation box.
Interaction between methane molecules (i.e., methane�

methane) and between methane molecules and the zeolite (i.e.,
methane�oxygen) is modeled on a pairwise basis by the Lennard-
Jones potential:

UðrÞ ¼ 4ε
σ

r

� �12

� σ

r

� �6
" #

ð1Þ

where r is the distance between two particles, ε indicates the
depth of the potential well (148.0 K for methane�methane and
115.0 K for methane�oxygen),11,14 and σ represents the effec-
tive core size of the particles with the potential well located at
21/6σ. The σ for methane�methane interactions is 3.73 Å and
that for methane�oxygen interactions is 3.47 Å.11,14 In all cases,
the Lennard-Jones interaction is shifted to zero for r > Rc by the
subtraction of U(Rc) from U(r) for all r e Rc = 12 Å.
Periodic boundary conditions are imposed, and each dimen-

sion of the simulation cell is chosen to be greater than 2Rc. This
allows the determination of various properties of the molecular
system through simulation of only a small subset of the entire
system. As a consequence of this and through the representation
of the zeolitic framework via an energy grid as discussed in
section 3.2, the Monte Carlo simulations conducted in this work
consist of only a small number of molecules. The largest system
contains 128 methane molecules.
2.2. Monte Carlo Simulations.Here, we give a brief summary

of theMonte Carlo techniques employed, deferring discussion of
most algorithmic details until section 4. For both the embarras-
ingly parallel Monte Carlo simulations and the MC simulations
using parallelized calculation of Lennard-Jones interactions, we
simply conduct standard Metropolis Monte Carlo.7 In this
approach, an adsorbate molecule is chosen at random andmoved
by a random displacement chosen from [�dmax,+dmax] in each
direction, generating a new state n by displacement from the old
state n. The change in energy ΔE is calculated, and the move is
accepted or rejected by the Metropolis acceptance criterion:

accMðo f nÞ ¼ min½1, expð�βΔEÞ� ð2Þ
We also implement two waste recycling Monte Carlo algo-

rithms. The idea of using information of rejected moves inMonte
Carlo simulations was first explored by Frenkel in his waste-
recycling Monte Carlo scheme.1 The principle idea of waste
recycling is that all rejected states in aMonte Carlo simulation do
carry some information, and and when included with their proper
Boltzmann weights, they can improve the statistics. Delmas and
Jourdain15 have in fact proven that when MC is conducted with
the symmetric Boltzmann or Barker acceptance criterion,

accBðo f nÞ ¼ expð�βEnÞ
expð�βEoÞ þ expð�βEnÞ ð3Þ

waste recycling is guaranteed to lead to faster convergence of
statistical properties.

The waste-recycling method is inherently parallelizable in the
sense that you may generate multiple trial states for a single
Monte Carlo step, as done by Frenkel,1 and accordingly is suited
to simulate using a GPU. It is therefore interesting to investigate
whether the combination of GPU with waste recycling is an
attractive route for Monte Carlo simulations. The multiproposal
algorithm suggested by Frenkel is most readily applied when new
particle positions are chosen randomly throughout the entire
simulation box, as discussed in section 4.3. However, with care,
an analogue based on particle displacements may be constructed,
as in section 4.4. For readers familiar with configurational bias
Monte Carlo, we note that this approach for generating multiple
trial states is distinct, as discussed more in Appendix .
2.3. Simulated Properties—Energy and Free Energy. For

the bulk of our studies of GPU algorithms, we shall study the
simple property of average energy of methane adsorbed in
the zeolite MFI, as energies must be calculated at each step in
the Monte Carlo simulation. Average energy is not typically a
difficult quantity to converge; however, it yields a well-defined
benchmark for gauging the speedup of our various GPU algo-
rithms and to study the optimization of these algorithms on the
GPU architecture.
Once we have optimized the various algorithms, we then apply

the lessons gleaned to a highly relevant property, the free energy
profile of methane diffusing through the zeolite LTA. In zeolites,
these free-energy barriers are relevant for characterizing the
diffusive behavior of adsorbates within the zeolite framework.16

The zeolite LTA poses a straightforward pore topology of a simple
cubic arrangement of pores separated by windows. Thus, in any
axial direction, adsorbed methane molecules encounter free
energetic barriers at the windows connecting the cages. This
barrier is substantial yet still thermally accessible. As such, the
calculation of the free-energy profile along the reaction coordi-
nate z is simply calculating the histogram of probabilities along
z, P(z):

FðzÞ ¼ � kBT ln PðzÞ ð4Þ
Certainly, this examination is relevant because F(z) is a mean-
ingful and computationally intensive quantity to calculate. But
this final comparison is also important to conduct because waste-
recycling Monte Carlo is most fruitfully employed on CPUs for
free energy calculations,1,8,17,18 so we must also allow for this
possibility on the GPU as well.

3. COMPUTATIONAL SETUP

In this section, we first outline the various strategies we
employ for mapping these zeolite simulations onto the GPU.
These strategies as well as the implementation, optimization, and
testing of GPU algorithms for these strategies are the main
contributions of this paper, as detailed in subsequent sections.
We then describe in section 3.2 one constant in all of our studied
GPU implementations—the construction of a framework energy
grid to represent the interactions between methane molecules
and the zeolite framework atoms. This grid in general yields a
substantial speedup in the simulation of zeolites, which are rigid
to a good approximation; thus careful implementation on the
GPU is important.

All of the simulations for this work were conducted using the
Dirac cluster at the National Energy Research Scientific Comput-
ing Center (NERSC). The CURAND library was employed for
generating the necessary random numbers on the GPU.19
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Further hardware and compilation details may be found in
Appendix .
3.1. Strategies forMapping Zeolite Simulations ontoGPU.

Given that only a small subset of the entire structure needs to be
simulated, thousands of methane�MFI systems can simulta-
neously fit inside the GPU DRAM and multiple, independent
Monte Carlo simulations can be processed in parallel to improve
the statistical accuracy. We pursue two different ways to map the
individual methane�MFI system to the GPU hardware.
First, we choose a strategy where each CUDA thread executes

its own independent MC simulation (Figure 2a). Denoting the
CUDA block size as nthreads, a single Monte Carlo simulation
contains Nblocks � nthreads independent methane�MFI systems.
Effectively, this algorithm can process nthreads timesmoremethane�
MFI systems in one simulation compared to the next paralleliza-
tion scheme conducted on a per block basis. Despite this benefit,
this implementation includes overall longer computational wall
time and more DRAM usage that reduces the maximum number
of particles that can be simulated, and it also cannot utilize fast
GPU memory due to the large amount of resources used by a
single CUDA thread.
Therefore, we also choose an alternate parallelization strategy

where each CUDA thread block executes its own independent
MC simulation with threads from the same block contributing
to either waste recycling or parallel Lennard-Jones calculations
(Figure 2b). Nblocks is used to represent the total number of
CUDA thread blocks launched and, in this context, refers to the
total number of independent methane�MFI systems processed
in a single simulation. Communications between different CUDA
thread blocks is unnecessary until the end of the simulation when
energy values are collected from each of the blocks to obtain an
ensemble average.
3.2. Construction of the Framework Energy Grid. In order

to save computation time, explicit Lennard-Jones pair potential
calculation between themethane and the frameworkmolecules is
avoided. Instead, we construct a three-dimensional rectangular

grid superimposed on top of the entire simulation box, where
each of the points represents the Lennard-Jones pair potential
values between a single methane molecule and the entire mol-
ecular framework. All of the energy grid point values are com-
puted just once before the start of the Monte Carlo simulation
and subsequently used during the Monte Carlo simulation as
a lookup table. By utilizing thousands of lightweight threads
available in the GPU architecture, the energy grid point values
can be computed in parallel inside the GPU using a simple
domain decomposition method in which each CUDA thread is
responsible for computing a single grid point value. To improve
accuracy within this approximation, it is better to generate as
many points as possible while working within the memory
available in the GPU DRAM. With an energy grid of mesh size
512 � 512 � 256 along the x, y, and z directions, results within
0.05% of the energy values from utilizing direct Lennard-Jones
calculations are obtained. Therefore, we use the corresponding
values of δx = 0.0784 Å, δy = 0.0778 Å, and δz = 0.105 Å as our
mesh size for all of the simulations.
Thememory needed to store the energy grid values is too large

(roughly 500 MB for 64-bit doubles) to fit into any of the fast
GPU memory, and hence the energy grid array is put into the
slow, global GPU DRAM. Given that the methane molecules are
free to occupy spatial coordinates not directly located on the
energy grid points, linear interpolation functions from eight
nearest neighboring energy grid point values are used to approx-
imate the exact Lennard-Jones pair potential value at a given
particle position at each Monte Carlo step. Because these eight
neighboring points cannot be stored contiguously inside the
GPU memory for all of the grid points, multiple memory
transactions are needed to compute the contributions of the
framework molecules from a single particle position. Although
these memory transactions are expensive, there still exists con-
siderable speedup utilizing the energy grid as opposed to
explicitly computing the Lennard-Jones pair potential terms
from each of the 1536 framework molecules for all Monte Carlo
steps. Moreover, as the number of molecules increases, the
proportional wall time spent in the energy grid read access
becomes smaller and becomes less of a concern. For the GPU
architecture in general, frequent data movement from the GPU
DRAM causes the code to become memory bound (which
amounts to 144 GB/s in the Tesla C2050 cards used in our work).
Finally, the interaction between the framework molecules (i.e.,

oxygen�oxygen) is ignored, as oxygen is assumed to be sta-
tionary throughout the simulation.

4. GPU MONTE CARLO ALGORITHMS

In this section, we describe in detail the four GPU Monte
Carlo algorithms implemented in our work. In all of themethods,
one initial methane�MFI system is generated by assigning ran-
domized positions to methane molecules inside the simulation
box. This configuration is equilibrated via a serialized Markov-
Chain Monte Carlo (MCMC) method using a single core CPU.
In this MCMC simulation, a small (that is, small compared to the
dimensions of the simulation box), random translation step size
is used to propose a particle movement to a new position, and
this proposal is either accepted or rejected according to the
Metropolis probability.20 The step size in particle displacement is
chosen such that approximately 50% of the translation proposals
are accepted according to the Metropolis probability. In this
work, we do not focus on accelerating the equilibration phase of

Figure 2. Mapping of methane�MFI systems to CUDA hardware
resources. In Tesla C2050 GPU cards, there are 14 streaming multi-
processors (SM) shown as green blocks and at maximum eight resident
blocks (Bl) per SM (shown as red boxes). Each thread within a block is
indicated by a black arrow. (a) The CUDA thread per methane�MFI
implementation mapping is used in the embarrassingly parallel algo-
rithm (PMC). (b) The CUDA block per methane�MFI implementa-
tion mapping is used in the parallel Lennard-Jones algorithm (PLJ) and
the two multiproposal waste recycling algorithms (MUP and MDP). As
an example, we show the “location” of methane�MFI system 1 and
system 4 on hardware resources for each mapping.
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the Monte Carlo, and therefore the CPU rather than the GPU is
utilized to equilibrate the system. After equilibration, the particle
coordinates are duplicated Nblocks times (in the embarrassingly
parallel algorithm,Nblocks� nthreads) in the CPU, and the data are
transferred to the GPU DRAM. In general, we want Nblocks to be
a number that is an integer multiple of the total number of
streaming multiprocessors found in the GPU (e.g., 14 in the case
of Tesla C2050) to balance the workload among the multi-
processors. Inside the GPU, these systems need to be decorre-
lated in order to remove any correlation that might persist
between particles from different systems, which can adversely
affect the MC results. The algorithm used for decorrelation is the
same as that employed in the accumulation phase. This algorithm
is unique to each method, and all are detailed next.
4.1. Embarrassingly ParallelMonte Carlo (PMC). In contrast

to the following three methods, in the embarrassingly parallel
Monte Carlo (PMC) algorithm, each CUDA thread (instead of
each CUDA block) is mapped to onemethane�MFI system, and
all of the threads conduct their own independent monoproposal
MCMC simulation. Within this implementation, since each
CUDA thread needs to have its own unique data of particle
positions as well as other hardware resources, the fast memory
available from the GPU hardware is insufficient, and all of the
data are kept inside the global DRAM. We limit global DRAM
transactions via memory coalescing and utilize the following
indexing scheme to store particle coordinates inside our arrays.
For a given CUDA thread j, the coordinates of the particles
are stored inside an array in indices j, j + nthreadsNblocks, j +
2nthreadsNblocks, etc. such that a single memory transaction exe-
cuted by a warp (corresponding to 32 independent methane�
MFI system) can load a contiguous block of 32 64-bit data related
to one particle index in order to maximize memory throughput.
Within this implementation, all of the CUDA threads (and there-
fore, each independent methane�MFI system) choose the same
particle index number for displacement in a Monte Carlo step to
avoid warp divergence. Once the systems are completely decorre-
lated from one another, choosing the same index does not cause a
problem since particles that possess the same index number from
different systems are unrelated to one another.
4.2. Parallel Lennard-Jones (PLJ). For most system sizes, the

bottleneck routine in our Monte Carlo simulation is the kernel
that computes the Lennard-Jones pair potential. Accordingly, we
devise a GPU algorithm that parallelizes this calculation in the
monoproposal MCMC algorithm. The change in total energy for
moving particle k from rk,old to rk,new while holding the remaining
particles fixed can be calculated in O (Ntot) time via

ΔEtot ¼ ∑
Ntot

j 6¼k

Uðrjk, newÞ � ∑
Ntot

j 6¼k

Uðrjk, oldÞ

þ Egridðrk, newÞ � Egridðrk, oldÞ ð5Þ
where Ntot is the total number of particles in the system and
U(rjk) is the Lennard-Jones pair potential between particles j and
k as defined in eq 1. Egrid(rk) represents the total summation of
pair potentials between particle k and all of the framework
molecules as computed by an energy grid. The computation of
these energies requires only linear interpolation from given grid
points, as described in the previous section. The most expensive
computation is the calculation of all LJ pair energies, and for a
given Lennard-Jones pair-potential calculation between two
particles, the most expensive operation is the floating-point

division operator. In order to reduce the cost, only one division
operator is executed per pair potential, and the intermediate term
is reused to avoid the second division operation in eq 1.
In the PLJ algorithm, the CUDA threads within the same block

divide up the computation work of the two summation terms
found in eq 5. Energy subtotals from each of the CUDA threads
are combined at each MC step using a reduction kernel to obtain
the total Lennard-Jones potential value. We utilize a reduction
kernel similar to one found in the CUDA SDK example.21

4.3. Waste-Recycling with Multiple Uniform Proposals
(MUP). The previous two implementations are based on the
conventional Monte Carlo algorithm and in which we use the
GPU to speed up the bottleneck routines in the computation. In this
section, we develop an alternative approach in which we implement
the idea of using information of rejected moves in Monte Carlo
simulations, using the GPU to generate multiple trial states and
employing a multiproposal version of the waste recycling Monte
Carlo described in section 2.2. In practice, the waste recycling
algorithm can be easily mapped into conventional CPU architec-
tures, but in the case of single-core architectures, the parallelism
would be lost as each of the multiple proposed trial states in the
Monte Carlo algorithm would need to be processed sequentially.
On multicore CPU architectures, the different trial states can be
processed in parallel, but the performance gain will not be as great
compared to the execution via GPU architecture due to the larger
overhead cost of generating and combining multiple CPU threads.
In our CUDA waste recycling Monte Carlo code, we first

employ a variant of the waste-recycling algorithm outlined in the
paper by Frenkel,1 which we shall refer to as multiple uniform
proposals (MUP). In this paper, he describes a symmetric
Boltzmann-like multiproposal scheme where the original state
o is included on equal footing with all of the states in the set {n} of
trial states, and the final state is chosen from the set {o,{n}}.
Our CUDA waste recycling algorithm based on that of

Frenkel1 is as follows:
1 Generate an initial state o, and set to zero the accumulator
SA for estimating the average of the observable A.

2 Generate a set of trial states, {n}, by randomly choosing one
methane molecule and randomly generating a set of new
positions for this molecule uniformly throughout the entire
simulation box. The total number of trial states including
the old state o is represented by Nprop.

3 Compute the Boltzmann weights wi = exp(�βEi) for all i ∈
{o,{n}}.

4 Update the accumulator SA according to the following equation:

SA f SA þ
∑
i
wiAi

∑
i
wi

where again i ∈ {o,{n}}.
5 Choose a final state f∈ {o,{n}} with an acceptance probability

paccðf Þ ¼ wf

∑
i
wi

6 Repeat steps 2�5 starting from the chosen state f. Continue
for a total of M Monte Carlo steps.
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7 Estimate the average of A as ÆAæest = SA/M.
For this work, the accumulator term SA defined in step 1 either

refers to the total energy of the system or the occupation
probability of a given volume slice. These individual probabilities
for volume slices that span the simulation box are then combined
in the end to yield P(z) for free energy calculations.
For step 2, the total number of trial states, Nprop, is set to be a

multiple of 32 because the NVIDIA GPU hardware schedules
and executes threads in groups of 32 called a warp. For any other
number, some threads will remain idle while waiting for other
threads within the same warp to finish work, resulting in warp
divergence and performance degradation. We note that step 2 is
the point of main difference with our alternative multiproposal
waste recycling algorithm described in the following subsection.
The total energy of proposal i, Ei, is used to determine the

associated Boltzmann weight, wi, in step 3 and is calculated from
eq 5. All Nprop threads share the same value for the second
summation term in eq 5, ∑j 6¼k

NtotU(rjk,old), and accordingly this
term needs to be only calculated once for all of the multiple
proposals. In our implementation, thread 0 calculates this term.
This offers an advantage over a monoproposal Lennard-Jones
algorithm in which the term needs to be calculated for each new
displacement, and its value cannot be reused for additional
displacements.
In step 4, the accumulator term SA is updated at each Monte

Carlo step by taking the summation of the energy contributions
from Nprop CUDA threads. Two separate reduction operations
need to be performed to compute ∑iwiAi and ∑iwi, and we utilize
an algorithm similar to one found in the reduction for parallel
Lennard-Jones calculations. It is noteworthy to point out that
array elements with nonzero indices contain partial summation
results that are later used in step 5 to expedite calculation in its
routine. As one example, w[1] = ∑i=0

Nprop/2w[2i + 1]. Because
multiple accesses to the same memory address occur as many as
log Nprop times in the reduction algorithm, all of the array
elements wiAi and wi are fetched once from the global memory
andmoved into the fast, sharedmemory in order to reduce global
memory bandwidth. Using shared memory in the reduction
kernel is more important in pre-Fermi cards, which does not
have the L1 cache memory. In the Fermi GPUs, the array can be
kept inside the global memory and moved into the 16/48 kB L1
cache, which is the same hardware as the shared memory,
avoiding performance degradation.
In step 5, the WRMC algorithm updates the particle co-

ordinates by selecting a final state among all proposed trial
states with probability proportional to its Boltzmann weight.
This acceptance probability is a multiproposal extension of the
symmetric Barker acceptance ratio defined in section 2.2.1,15

For thread 0, the final state is set to be equal to the initial state,
thereby making it possible for the system to remain unchanged
after a WRMC step. Using CUDA, step 5 can be conducted in
log Nprop steps by reusing intermediate results from the step 4
reduction kernel in a following way. At the end of the reduction
kernel, the array element w[0] contains the sum of all of the
Boltzmann weights S = ∑i

Nprop wi, whereas other array elements
have partial sums that are less than S. In step 5, all of the
elements in this array are divided by S for normalization
purposes, such that w[0] = 1 and 0 < w[i] < 1 for all i 6¼ 0.
Next, a random number R uniformly distributed from 0 and 1 is
generated per system using the curand_uniform_double func-
tion from the device API. Depending on R, the final state is

chosen according to the algorithm outlined in the CUDA code
below:

Listing 1. Step 5 CUDA Code
1 //R - random number uniformly choosen
from [0,1]
2 //w - array that contains normalized Boltzmann weights
3 //step_num - index of trial state chosen for next MC
move
4 //N - total number of independent WRMC proposals
5
6 int index = 1;
7 int N = blockDim.x;
8
9 for(int i = 2; i < N; i*=2)
10 {
11 if (R < w[index])
12 index +=i;
13 else
14 {
15 R -= w[index];
16 index += 0.5*i
17 }
18 }
19
20 //last step
21 if (R g w[step_num])
22 step_num -= 0.5*N;

The system updates to a new state, and the waste recycling
Monte Carlo step is repeated M steps (step 6). Finally, the
average quantity A for the system is obtained after M moves
according to step 7.
4.4. Waste-Recycling with Multiple Displacement Propo-

sals (MDP). The waste-recycling algorithm presented in the
preceding subsection relies on nonlocal moves. Such a scheme
works well if the rejected configurations have a reasonable
contribution. In dense systems, however, the probability that a
nonlocal move gives a significant contribution is extremely low.
Therefore, we expect that local moves constructed on the basis of
displacements from the old state, as done for our PMC, PLJ, and
benchmark serial CPU algorithms, will be much more fruitful.
This, however, requires a modification of the original algorithm
in order to construct a waste-recycling algorithm based on
multiple particle displacements from the old state. As will be
demonstrated, this method is more effective at exploring im-
portant regions of phase space at high particle densities.
The only needed modification of the previous algorithm lies in

constructing the set of proposals P t {o,{n}} in step 2, where
small displacement steps are used to generate the multiple trial
states in our algorithm. In generating this set P of positions based
on displacements, it is crucial that the set is equally likely to be
generated by any trial position in the set. Provided that the
generation probability pgen(P|i) of set P is equal for any point i ∈ P,
the simple Barker-like acceptance probability employed in sec-
tion 4.3 may still be used.
The crux of generating such a set of positons P lies in

constructing two separate randomwalks starting from the chosen
particle k in state o. The total length of the two random walks is
Nprop � 1 displacements, leading to a total of Nprop � 1 trial
states. However, by choosing the position of the generating point
from state o uniformly within the combined length of the two
random walks, any trial position within the random walk is
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equally likely to have generated the set of positions P. Therefore
pgen(P|i) is equal for all trial states in the set, yielding the simple
acceptance probability given in section 4.3 by detailed balance.
In detail, each random walk is initiated from the position of

particle k in state o. The two walks are of lengthNprop� l� 1 and
l, with l representing a random integer from 0 toNprop� 1. Each
point in each random walk is based on a uniformly generated
random displacement from the previous position in the random
walk. We make sure that each of these random displacements
abide by the periodic boundary condition given that they can
fall outside of our simulation volume. We emphasize the exact
algorithm we use for trial state generation by displacements
because several seemingly reasonable alternatives for generating
multiple proposals either result in incorrect sampling of states or
a prohibitively expensive use of waste, as is discussed in Appendix
4.5. Optimal Estimation for Waste Recycling. The work of

Delmas and Jourdain15 suggests an optimal reweighting of waste
recycling averages and traditional MC averages when employing
symmetric acceptance ratios such as those employed in sections
4.3 and 4.4. To our knowledge, the work presented here is the
first implementation of this optimal estimator in a multiproposal
framework, though this estimator has been explored in detail in a
monoproposal setting.22

For a quantity A, detailed mathematical analysis by Delmas and
Jourdain demonstrated that the optimal estimation of its average,
when using a Barker-like acceptance ratio, may be written as

ÆAæopt ¼ ð1� b�ÞÆAæMC þ b�ÆAæWRMC ð6Þ
where optimal estimation is in the sense of minimal standard
deviation. The coefficient b* itself depends on the variance of the
property as well as the correlation in a property across steps in the
Markov chain as

b� ¼ ÆA2æ� ÆAæ2

1
2
ÆðAmþ1 � AmÞ2æ

ð7Þ

with theAm andAm+1 in the denominator indicating quantity values at
successive states in the Markov chain.15,22 This estimator of Delmas
and Jourdain is still valid when usingMetropolis-like acceptance ratios
such as the one described for configurational-bias MC in Appendix ;
however, in such cases, the estimator is not optimal.
Since each quantity in the above equation for b* is a pure

ensemble average, these averages may be evaluated with equal
validity as waste-recycling estimates and as traditional Monte
Carlo averages. Thus, when waste-recycling provides a benefit,
which we expect for this multiproposal scenario, a waste-recycling
estimation of b* makes sense. In such a case, the coefficient for the
optimal estimator b* itself may be estimated as

b�WRMC ≈

1
M ∑

M

m¼ 1
∑

i ∈ fo, fngg
paccðiÞA2

i �
1
M ∑

M

m¼ 1
∑

i ∈ fo, fngg
paccðiÞAi

0
@

1
A

2

1
2M ∑

M

m¼ 1
∑

i ∈ fo, fngg
paccðiÞðAi � AoÞ2

ð8Þ
Note that the denominator in the above equation no longer
references the mth and the (m + 1)th states. All quantities Ai

are those of the proposed moves from state o in a given stepm.

Thus, rather than only considering the final accepted state used in
the subsequent step m + 1, we instead include information on all
proposed paths out of state o at stepm in both the numerator and
the denominator. All summands in the numerator and denomi-
nator implicitly depend on the current step m in the Markov
chain; this dependence is omitted for simplification of notation.
This optimal estimator may be employed for both waste

recycling algorithms studied in this paper, MUP and MDP.
However, as the results based on multiple displacment proposals
(MDP) are much more promising across a range of loadings, we
restrict our application of the optimal estimator to simply the
MDP algorithm. In these instances, we shall annotate the results
as MDP-DJ, for Delmas and Jourdain.

5. RESULTS

The details of the GPU Monte Carlo simulation results are
given in this section. The statistical accuracies for different GPU
algorithms are compared for various numbers of methane
molecules in both unoptimized and optimized CUDA config-
urations. In the unoptimized CUDA configuration, the number
of blocks per SM is set to be 1, and the number of threads per
block is set to be 32, resulting in suboptimal work allocation to
the GPU threads. In the optimized CUDA configuration, both
the number of blocks and the number of threads per block are
increased to maximize occupancy in the SM and subsequently
performance. Despite its inefficiency, the unoptimized CUDA
configuration serves as a good basic starting configuration that
allows us to easily test the correctness of the code and to compare
the different GPU parallelization methods. Within the optimized
CUDA configuration, we compare the performance difference
for different distributions of CUDA blocks/threads for the waste
recycling Monte Carlo algorithm. We analyze the effect of in-
cluding the optimal estimator in the statistical accuracy of these
WRMC simulations. As a performance comparison, we show
speedup numbers of our GPU algorithms compared to a single
core CPU code as evidence of performance benefits of using
CUDA. Finally, we investigate the performance utility of the waste
recycling Monte Carlo algorithm in computing the free-energy
profile of methane gas molecules inside a zeolite framework.
5.1. Initial Unoptimized Assessment. Figure 3a displays the

single iteration wall time for the embarrassingly parallel Monte
Carlo (PMC), monoproposal parallel Lennard-Jones calculation
(PLJ), multiple-uniform-proposals waste recycling Monte Carlo
(MUP), and multiple-displacement-proposals waste recycling
Monte Carlo (MDP), in that order from left to right for N =
32, 48, 64, 80, 96, 112, and 128methane molecules. The iteration
time for the embarrassingly parallel Monte Carlo method is the
longest for all system sizes, which is reasonable given that the
number of floating point operations is the largest here since
each CUDA thread conducts its own Monte Carlo simulation.
The iteration time for the parallel Lennard-Jones calculation is
the shortest, as nthreads threads share the same methane�MFI
system, in contrast to PLJ, and as only one proposal move per
CUDA block is required at each iteration as opposed to multiple
trial moves per iteration for the two waste recycling methods. In
the limiting case of a very large system where Lennard-Jones
calculation completely dominates total wall time, the number of
floating point operations in the two waste recycling methods
would be roughly nthreads times larger than the number found in
the parallel Lennard-Jones method for the same number of
accumulation steps. However, this workload can be reduced by
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approximately half in the waste recycling methods as nthreads
independent proposals all share the same old system energy value
at the start of eachMonte Carlo step, and thus this value needs to
be just calculated once for all of the multiple proposals. Overall,
the wall time for the parallel Lennard-Jones method in the
limiting case would be approximately 0.5nthreads = 16 times faster
than the waste recycling methods with the WRMC algorithms
collecting 32� more energy samples during the simulation.
Analyzing the wall times for the two waste recycling methods,
we observe that the displacement WRMC has about a 10 μs
longer iteration time than the uniformly sampled WRMC for all
system sizes due to the additional overhead from generating two
separate random walks in the displacement WRMC method.
As an initial comparison of the effectiveness of each technique

in variance reduction, we run simulations with comparable total
wall times as follows. The total number of equilibration and
decorrelation steps is set to be 200 000 each while the baseline
accumulation step is set to be 1 million for the embarrassingly
parallel Monte Carlo method. The accumulation steps for other
methods are adjusted with respect to this baseline number such
that the total wall time spent inside the GPU for all of the
methods remains equal. The number of accumulation steps for
parallel Lennard-Jones is set to be 9.5, 11.0, 14.0, 16.7, 16.4, and
17.8 million; the number for uniformly sampled WRMC is set to
be 2.1, 2.2, 2.3, 2.3, 2.3, 2.3, and 2.3 million steps, and the number
for displacementWRMC is set to be 1.8, 1.9, 2.0, 2.0, 2.0, 2.1, and
2.1 million steps forN = 32, 48, 64, 80, 96, 112, and 128 methane
molecules. The total number of CUDA blocks,Nblocks is equal to
14 with one block occupying each of the streaming multi-
processors. The CUDA block size nthreads is set to 32, which
leads to a low occupancy number (i.e., 32/1536 = 0.021, with
1536 being the maximum number of resident threads per multi-
processor in Tesla C2050) and underutilization of the Fermi
GPU hardware. Because the main focus here is to investigate the
general behavior trends for each of the different CUDA paralle-
lization methods at varying particle densities, we initially explore
a simple, reduced layout of thread blocks and sizes and forego
optimization analysis until later.
In Figure 3b, we plot on a log�linear scale the standard

deviation of total energy for 40 independent Monte Carlo simu-
lation runs as a function of the number of methane molecules for
the four methods. Overall, the embarrassingly parallel Monte
Carlo (PMC) algorithm provides the best statistical accuracy for
all system sizes, as the benefit of processing nthreads times more

independent systems than other methods outweighs the cost of
the longer single iteration time. In the parallel Lennard-Jones
(PLJ) method, the proportional wall time spent in routines other
than the Lennard-Jones kernel remains large compared to other
methods (due to short single iteration wall time), and this
overhead causes performance degradation that is evident espe-
cially in the low-density regime where the method fairs the worst.
Themultiple-uniform-proposals (MUP)WRMC excels for small
system sizes/low densities where the likelihood of sampling non-
negligible Boltzmann weights (i.e., low energy configurations) in
the proposed trial states remains high. However, at large system
sizes/high densities, the method fairs the worst, as most of the
randomly generated trial states result in high energy configura-
tions that add negligible contribution to the Monte Carlo
statistics. This problem is remedied in the multiple-displace-
ment-proposals (MDP) WRMC method where the random
walks are conducted in small step sizes and lead to relatively
lower energy configurations for each of the proposed trial states.
From Figure 3b, we observe that the standard deviation values
from the MDP waste-recycling algorithm are comparable to the
ones from the PLJ method for all system sizes.
5.2. Exploration of MDP Parameters. Next, we further

analyze the displacement WRMC method (MDP) and vary the
maximum displacement step size, dmax, as well as the total length
of the random walks (i.e., nthreads, which is the CUDA thread
block size) in our MC simulations to determine the optimal
parameter settings for the WRMC simulation. Because our
interest lies mostly in code optimization for high density systems,
we restrict our analysis to the displacement WRMC method for
128 methane molecules, which provides better statistical accu-
racy at high density compared to the multiple-uniform-proposals
WRMC. Figure 4 shows the plot of the standard deviation of the
total system energy for 40 independent MC simulations as a
function of dmax with 1million accumulation steps for total length
of random walks nthreads = 32, 64, 128, 256, and 512. In all of the
simulations, dmax is the same value along all three spatial
directions, and nthreads is set to be a multiple of the warp size in
all cases to avoid warp divergence and for simplicity. The total
GPU wall time for different nthreads are not set to be equal here
and accordingly, simulations with larger nthreads have longer
single iteration times and are expected to provide greater
statistical accuracies. Given the GPU hardware limit on register
size per streaming multiprocessor (32 kB/SM), the maximum
number of threads that can occupy a multiprocessor is 512 in our

Figure 3. Comparison of the various parallel algorithms for different numbers of methane molecules. (a) Single MC iteration time (in seconds on the
left axis) as a function of the number of methanemolecules (from left to right: PMC, PLJ,MUP,MDP). (b) Comparison of the standard deviations in the
energy (in units of Kelvin) as a function of the number of methanemolecules for the various parallelization strategies. The number of accumulation steps
is varied to equate the total wall times of the simulations in all four methods.
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code, thus limiting the length of the random walks. In order to
conceive longer random walks, threads from multiple blocks
need to be assigned to process the same methane�MFI system,
which would effectively replace the one CUDA block per one
methane�MFI system mapping that is being currently utilized.
In such an implementation, threads from different CUDA blocks
would need to be synchronized at each MC step, which can only
be achieved through termination of the CUDA kernel given the
lack of universal barrier synchronizations in CUDA. Due to the
increased latency resulting from relaunching a CUDA kernel at
every MC iteration and the diminishing return in statistical
accuracy for large thread block sizes, we do not allow for multiple
CUDA blocks to process a single system and limit the maximum
length of the random walk at 512.
As can be seen from Figure 4, the statistical accuracy in our

simulations improves with larger numbers of nthreads, as expected
since more threads contribute to waste recycling. For all values of
nthreads, a small dmax (e.g., 0.15 Å) leads to large standard
deviation values. While the trial state particle positions near the
original position will have reasonably high Boltzmann weights,
they are highly correlated with the original position and as such
do not add much new information. As dmax is increased for all
nthreads, the standard deviations begin to increase again. In this
case, while the proposals are more decorrelated from the original
position, they are far more likely to have a small Boltzmann
weight. As discussed below and in more detail in Appendix , we
may capture the scaling of these standard deviations with a simple
quantitative model, but regardless of the exact scaling, Figure 4
demonstrates that, in all cases presented here, the standard
deviation in WRMC using multiple displacement proposals
(MDP) substantially improves over multiple uniform proposals
(MUP). The displacement WRMC method becomes equivalent

to the uniform WRMC method at dmax values equal to dimen-
sions of the simulation box, a distance which is substantially
larger than 1.65 Å.
The basic scaling behaviors of the standard deviation as a

function of dmax and nthreads may be quite easily understood from
the probability of sampling different distances from the generat-
ing point. Three considerations are necessary reflecting the pur-
pose of displacement-based Monte Carlo simulation to gather
new relevant information by optimizing for sampling near the
particle’s current position, but not too near that position. (1)
Sampling regions too close to the original position of the particle
(r < Rmin) does not yield useful additional information, as these
positions are within the exclusion zone of the original particle.
(2) Sampling regions too far from the original position of the
particle (r > Rmax) also does not yield useful information, as these
more dispersed locations are less likely to be in the important
regions of phase space. (3) Sampling a local region in space with a
higher density of points is no longer useful beyond some density
Fcap. Disregarding the important effect of Fcap for the moment,
for a fixed number of particles, as the step size increases, initially
the number of points betweenRmin and Rmax increases, leading to
better sampling. Then, the number of points begins to decrease
again, leading to somewhat poorer sampling of the important
nearby region. For a fixed step size, as the number of proposals
increases, the number of samples within that window increases in
a nonlinear fashion, re-emphasizing why the standard deviation
decreases as nthreads increases. The effect of Fcap becomes
particularly important for large values of nthreads and small dmax,
as this combination can lead to a remarkably high number of
samples at given radii. Exclusion of point densities exceeding Fcap
is partially responsible for the comparably large standard devia-
tion at small dmax even for large nthreads as seen in Figure 4.
A random walker model motivated by these very basic

considerations of which regions of space are important to sample
is developed in Appendix . Hypothetically, this model could allow
for the optimal choice of dmax and nthreads to minimize standard
deviation for computation time. However, detailed knowledge of
molecular organization in the nonuniform environment is re-
quired to yield an accurate model. As such, while we can deter-
mine an optimal choice of dmax for these systems, in general this is
likely not accessible. Therefore, based on the results displayed in
Figure 4, we utilize dmax = 0.65 Å for the remainder of these
studies since that seems reasonably advantageous for all con-
sidered nthreads and does not rely on optimizing dmax.
5.3. Optimal Estimator of Delmas and Jourdain. We also

examine the effect of the optimal estimator on standard devia-
tions. As shown in Figure 5, for both 32 threads and 128 threads,
the linear combination of the traditional MC andWRMC results
via the factor b* yields a reduction in the standard deviation of the
energy. The estimation of b* itself does come at a small
computational cost; however, the benefits in standard deviation
decrease outweigh this computational cost. The optimal estima-
tor appears to have a more beneficial effect for simulations with
greater numbers of threads. This likely is a consequence of the
improved estimation of b* itself as more terms are included in the
waste-recycling average. Since the use of the optimal estimator
provides enhanced accuracy of prediction with minimal compu-
tational cost, all further results for multiproposal WRMC shall
employ the optimal estimator. The values of b* are shown in
Table 1.
5.4. Optimization of Thread Block Configuration.We now

begin to optimize our CUDA configuration. In the previous

Figure 4. Standard deviation of the average of energy as a function of
the maximum individual displacement step, dmax, for CUDA block size
ranging from 32 to 512 threads. The CUDA block size corresponds to
the total length of the two random walks in the multiple-displacement-
proposals (MDP) WRMC algorithm. The standard deviation values for
the multiple-uniform-proposals (MUP) WRMC are represented as
dashed lines with the same colors (corresponding to same CUDA block
size) as the displacement WRMC.
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displacement WRMC simulation results, the total number of
CUDA blocks is fixed at 14 with one streaming multiprocessor
executing a single CUDA block. This mapping prevents the
GPU hardware from scheduling warps from different thread
blocks and leads to hardware underutilization, which is especially
damaging for small nthreads at low occupancy. In order to remedy
this situation and to determine the optimal block size/number,
we increase the number of CUDA blocks and run simulations
with different combinations ofCUDAblock size (denoted as nthreads)
and the number of CUDA blocks per multiprocessor (denoted
as nblocks). The single iteration wall time numbers for CUDA
thread configurations (nthreads, nblocks) = (32, 16), (64, 8), (128, 4),
(256, 2), and (512, 1) are plotted in Figure 6 forNtot = 32, 64, 96,
and 128 methane molecules. In all of the simulations, nblocks �
nthreads = 512, and the total number of CUDA threads is fixed at
512 � 14 = 7168. The total number of independent methane�
MFI system is 14nblocks.
From Figure 6, it can be seen that the single iteration time

decreases from the configuration (32, 16) to (64, 8) for all Ntot.
Because the maximum resident number of thread blocks per
multiprocessor is limited to eight in Fermi Tesla C2050 cards,
only eight out of the 16 nblocks can concurrently occupy a
streaming multiprocessor in (32, 16), resulting in an occupancy
number of only 256/1536 = 0.166 as opposed to 512/1536 =
0.333 for other configurations, which all have eight or less nblocks.
The GPU hardware can be more fully utilized in configuration
settings with a higher occupancy number, and subsequently
we observe the wall time reduction from (32, 16) to (64, 8).

For larger nthreads, the wall time increases from (64, 8) as the
proportional time spent in the kernel that generates the length
nthreads random walks becomes larger. Because threads having
different nblocks generate the random walks in parallel in our
implementation, only the value of nthreads largely determines the
kernel wall time. Overall, these two factors work together to
make the configuration (nthreads, nblocks) = (64, 8) possess the
shortest wall time for all Ntot.
It is important to keep inmind that we cannot easily determine

the optimal block/thread size by comparing just the iteration
wall times since each configuration possesses different values of
nthreads and provides varying statistical accuracy. In order to
meaningfully evaluate the best (nthreads, nblocks) configurations,
we follow the same strategy used to derive results in Figure 3b
and set the accumulation steps for (32, 16) to be a baseline
number of 1 million and adjust the number of steps in other
configurations to equate the total wall time spent in the GPU for
all (nthreads, nblocks). Again, 40 independent displacementWRMC
simulation runs that include the optimal estimator are con-
ducted, and the average energy and standard deviation value
are tabulated in Table 2 (the values for nblocks are the same ones
used in Figure 6 and omitted in the labels). For comparison,
we include simulation results from parallel Lennard-Jones and
embarrassingly parallel MC methods with equal wall time for all
Ntot, and all of the results are plotted in Figure 7 to illustrate the
behavior. In the parallel Lennard-Jones method, the (32, 16)
configuration was utilized for all Ntot, as this results in minimum
single iteration wall time. In the embarrassingly parallel MC
method, we used the (64, 8) configuration, which also provided
the minimum single iteration wall time. For all Ntot, the lowest
standard deviation values among the displacement WRMC
methods are observed for the (32, 16) and the (64, 8) config-
urations, as the performance cost of reducing the number of
independent ensembles outweighs the benefit of increasing the
number of WRMC proposal trial states for nthreads > 64. Overall,
similar to results found from the nonoptimized configurations in
Figure 3b, the overall most accurate results were found from the
embarrassingly parallel MC algorithm.
5.5. Comparison of GPU to CPU Timing. We also compare

the efficiency of the GPU methods to that of a single core CPU
monoproposalMCMCmethod. The algorithm for CPUMCMC

Table 1. Values of b* for MDP-DJ, Which Are Found Taking
the Averages of ÆEæ, ÆE2æ, and Æ(Em+1 � Em)

2æ from the 14
CUDA Blocks, Which Processes Independent MFI
Frameworks

number of particles (Ntot)

nthreads 32 64 96 128

32 66.74 136.20 224.92 400.40

128 43.14 89.93 162.07 321.72

Figure 6. Iteration time as a function of CUDA block size and number
of blocks per streaming multiprocessor for 32, 64, 96, and 128 particles
(from left to right, respectively) using the MDP-DJ algorithm. The total
number of CUDA blocks is 14nblocks.

Figure 5. Standard deviation of the average energy as a function of the
number of particles for nthreads = 32 and 128 for the multiple-displacement-
proposals algorithm with (MDP-DJ) and without (MDP) the optimal
estimator for 1 million accumulation steps.
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is similar to the one used in the parallel Lennard-Jones method
except for the serial processing of the pair-potential calculation.
The CPU MCMC source code is compiled using an Intel 11.1
compiler, which provides faster CPU single iteration time com-
pared to gcc 4.4.2 for small system sizes. We define speedup as
the ratio between the CPU and the GPU single iteration times
and plot the results in Figure 8. It is difficult to compare the single
iteration wall times with the WRMC algorithm and arrive at any
meaningful conclusion since the two methods collect samples
with uneven importance weights. Accordingly, we choose to
omit this comparison and concentrate on GPU results from the
parallel Lennard-Jones and the embarrassingly parallel methods.
Unlike previous simulations, we simulate relatively large system
sizes that provide unphysical high loading situations to better
assess the speedup behaviors. Accordingly, the energy results are
erroneous for large system sizes, which is acceptable in this
context since only the numerical speedup results are meaningful
and of interest here. As can be seen from Figure 8, the embarrass-
ingly parallel MC method has better performance over the
parallel Lennard-Jones method for all system sizes with a maxi-
mum speedup value of 61.75 at 2048 methane molecules. How-
ever, for even larger system size, we expect the two methods to
provide similar values of speedup as the overhead from routines
involved in tasks other than pair-potential calculation become

negligible for the parallel Lennard-Jones method, which is the
cause of slower speedup in small systems. For particle loadings of
interest in themethane�MFI system, at 32, 64, and 128 particles,
there are respectively 9.47 (44.11), 14.93 (53.18), and 21.68
(56.90) speedups in the parallel Lennard-Jones (embarrassingly
parallel) method over the CPU results.
5.6. Application to Free Energy Calculation. Finally, we

consider a simulation scenario where waste recycling was shown
to be useful in the literature—the calculation of the free-energy
profile along a reaction coordinate. The forms of P(z) and βF(z)
shown in Figure 9 nicely illustrate the simple free-energy barrier
in the windows between two cages, with mild corrugation within
the cages due to the packing of those methane molecules occupy-
ing the cages.
In the calculation of these histograms P(z), the previous efforts

in this paper toward optimization on the GPU are portable, so we
determine P(z) simply using the GPU-optimized mappings.
A priori, we expect this to be a scenario where waste recycling
Monte Carlo could lead to faster convergence in the histogram
because the higher free-energy states within the window between
cages will be sampled by the Markov chain of states much less
frequently, yet some subset of the multiple proposals not accepted
likely probes this region of space. And indeed, our expectations
are bourne out. For simulations of 32 methane molecules in the
zeolite LTA for 10 million MC cycles, P(z) is calculated via
simple binning. In this instance, both parallel Lennard-Jones
(PLJ, not shown) and waste-recycling with multiple displacement
proposals (MDP, Figure 9) give quite similar forms for P(z).

Table 2. Average Energy and Standard Deviation Values for 32, 64, 96, and 128 Particles for Different nthreads in Units of Kelvin for
the MDP-DJ Algorithm

number of particles (Ntot)

nthreads 32 64 96 128

32 �68354.59( 1.39 �138027.62( 2.97 �209278.78( 3.24 �281343.57( 7.63

64 �68353.49( 1.27 �138027.38( 2.56 �209278.40( 3.21 �281340.17( 7.58

128 �68354.19( 1.67 �138027.66( 2.27 �209280.23( 3.73 �281340.30( 9.55

256 �68355.18( 1.97 �138028.18( 3.50 �209278.08( 5.77 �281343.87( 10.42

512 �68352.43 ( 3.32 �138028.45( 4.84 �209277.23( 7.04 �281344.35( 13.05

Figure 7. Standard deviation in energy for the multiple-displacement-
proposals (MDP-DJ) WRMC results from Table 2 as well as parallel
Lennard-Jones (PLJ) and embarrassingly parallel simulations (PMC).
The block sizes of 32 and 64 (i.e., nthreads = 32 and 64) provide the lowest
standard deviation for the MDP-DJ algorithm.

Figure 8. Speedup as a function of the number of particles for system
sizes from 32 to 2048 methane molecules for double-precision (DP)
calculations using the Fermi Tesla C2050 card. The speedup is defined
as a ratio between single iteration CPU and a single iteration GPU wall
time. The maximum speedup of 61.75 is observed for 2048 methane
molecules.
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To assess timing gains, we run simulations using both techniques
such that the total wall time is fixed (10 million MDP cycles and
51.2 million PLJ cycles). For the MDP simulations, we exclude
the optimal estimator of Delmas and Jourdain as the system size
(e.g., 32 methane molecules) is sufficiently small that the over-
head required in obtaining relevant quantities would most likely
not decrease the standard deviation taking into account wall time.
Moreover, the main point here is to emphasize the performance
difference between the waste recycling method and other more
conventional parallel methods. We consider standard deviations
across a set of 20MC simulations for each parallelization strategy.
In order to better quantify any computational gains, we consider
a single point in these normalized probability distributions,
P(z*). We choose z* to be the least probable location, with z*
thereby corresponding to the free energy maximum, and P(z*) is
a quantity important in determining diffusion rates through
zeolites.17 For the system of 32 methane molecules in LTA,
parallel LJ yields 2.41 � 10�4 ( 4.04 � 10�6, while waste
recycling Monte Carlo with multiple displacement proposals
yields 2.44 � 10�4 ( 1.13 � 10�6. In Figure 10, we show the
relative standard deviation (i.e., standard deviation divided by the
mean value) at all of the bins across a single dimension of the

LTA zeolite for the same sets of simulations. As can be seen, the
MDP outperforms PLJ across the entire set of bins. Thus, as
hypothesized, waste recycling Monte Carlo on a GPU is compu-
tationally advantageous, oversimply accelerating the Lennard-Jones
potential calculation when sampling rare events.

6. CONCLUSIONS

Waste recycling Monte Carlo has previously been proposed
as a way to leverage the “unused” rejected trial states in Monte
Carlo simulations. Two examples of scenarios where waste
recycling has proven particularly useful are (1) parallel tempering
where there exists a large amount of fallow data available for
immediate harvesting and (2) calculation of potentials of mean
force which rely on histogram collection.8,17,18

Here, we examine in detail the application of WRMC to the
calculation of the simple average of energy E in canonical Monte
Carlo simulations, where waste recycling is not particularly
beneficial for single trial moves. Such an approach has allowed
us to optimize the GPU implementation of several distinct
parallelization strategies. The strategies are (1) embarrassingly
parallel Monte Carlo (PMC), (2) parallel Lennard-Jones calcula-
tion (PLJ), (3) waste recycling based on multiple uniform
proposals (MUP), and (4) waste recycling based on multiple
displacement proposals (MDP). Our figure of merit in these
studies of ÆEæ has been the uncertainty in this average for each
technique, with a fixed computational wall time.

Our analysis of various GPU-implementation optimizations
for calculating the average energy has found that the use of
parallel Monte Carlo simulations is the most computationally
efficient approach. Such a conclusion is not surprising because
the sampling of nthreads-fold more independent simulation sys-
tems than for PLJ or WRMC leads to a greater reduction in
variance. However, simply by virtue of limited memory re-
sources, such an embarrassingly parallel approach to MC simula-
tion will not always be feasible.

Allocating one simulation to an entire thread block eases those
memory constraints while leading to fewer total simulations. We
examined two possible approaches for using the computational
resources within a thread block—parallelization of the Lennard-
Jones pair potential calculation and the evaluation and waste
recycling of multiple Monte Carlo proposals. Among these
techniques, PLJ is the most efficient computational approach
for evaluating the average energy, allowing for the fastest propa-
gation through phase space based on CPU wall time. In essence,
this again is simply because efficient propagation through phase
space via the PLJ algorithm dominates for variance reduction in
the average energy.

The effectiveness of the multiple-uniform-proposals WRMC
algorithm decreases with greater density of particles as the trial
states generated from the uniformly random distribution pro-
vide high energy states that make negligible contributions to the
statistics. Generating trial states based on displacements, as done
in the multiple-displacement-proposals WRMC algorithm, side-
steps this problem. With careful generation of displacement
trial states based on a random walk of displacements, very little
modification of the remainder of theWRMCalgorithm is required.

When calculating simple MC averages such as ÆEæ, parallel
Monte Carlo simulations with one simulation per thread (PMC)
is the algorithm of choice, followed by parallelization of the
Lennard-Jones calculations (PLJ) within a thread block. Neither
WRMC algorithm is as computationally efficient. However, as

Figure 10. Relative standard deviation as a function of position across
the LTA zeolite for PLJ and MDP simulations with equal wall times.

Figure 9. Plots for P(z) vs z (blue) and βF(z) vs z (red, inset) for LTA
with 32 methane molecules (10 million Monte Carlo cycles using the
waste recycling with multiple displacement proposals (MDP) with
nthreads = 32 and nblocks = 8). P(z) indicates the histogram of probabilities,
while βF(z) represents the free-energy (unitless) along the z direction of
the LTA (unit cell length =24.555 Å). The free-energy barrier is graphically
represented by the bump near z = 0.5 � 24.555 Å in the inset curve.



3220 dx.doi.org/10.1021/ct200474j |J. Chem. Theory Comput. 2011, 7, 3208–3222

Journal of Chemical Theory and Computation ARTICLE

noted earlier, in a variety of scenarios related to determination of
histograms and sampling of rare events, WRMC can be advanta-
geous on the CPU even when it is not for other quantities.

In particular, the free energy profile of particles in the caged
zeolite structures, crucial for characterizing diffusive behavior, is
straightforwardly related to the density profile of methane
molecules in the zeolite LTA. Therefore, we also compare the
optimized version of each of these algorithms for determination
of the free-energy profile between adsorption cages within the
zeolite LTA, in order to assess if WRMC on the GPU is then
worthwhile. Indeed, WRMC with multiple displacement propo-
sals (MDP) is more computationally efficient than either PMC
or PLJ in conducting free energy calculations.

Beyond assessing various Monte Carlo algorithms for frame-
work-adsorbate systems, we have also examined the utility of the
optimal estimator of Delmas and Jourdain15 in a multiproposal
scenario for the first time. We find that this optimal estimator is
advantageous for energy calculations with relatively little com-
putational overhead and provides meaningful improvement in
the estimation of properties.

While our studies indicate that often multiproposal waste-
recycling algorithms are not computationally the ideal path for
employing GPU resources in MC simulations, waste recycling
can be beneficial over other parallelization strategies for sampling
rare events. Our findings suggest that the relative merits of
WRMC in a parallel GPU computing environment are compar-
able to those in a single CPU computing environment, with
waste-recycling Monte Carlo advantageous for sampling rare
events but less useful for straightforwardMC averages. However,
the careful implementation of a multiproposal framework as
developed in this paper is necessary to even employ waste
recycling in the GPU environment. Furthermore, we are cur-
rently expanding the work on the other GPU implementations
(PMC and PLJ) in order to substantially accelerate calculation of
adsorption isotherms in zeolites, as this is necessary to compu-
tationally screen the millions of hypothetical zeolite structures.23

APPENDIX A. COMPILER AND PROCESSOR
DESCRIPTION

The NERSC cluster used, Dirac, is a testbed GPU cluster that
contains 44 Fermi Tesla C2050 GPUs, which come equipped
with 448 CUDA cores, 14 streaming multiprocessors (SMs), 3
GB of DRAM, and ECC memory. The card delivers peak single-
precision (double-precision) performance of 1.03 TFlops (515
GFlops) and 144 GB/s of peak memory bandwidth. The PCI
Express 2.0 with 16 lanes is used to transfer data back and forth
from the CPU to the GPUmemory. The CPU node within Dirac
consists of two Intel 5530 2.4 GHz, quad core Nehalems with an
8 MB cache, 5.86 GT/s QPI, and 24 GB DDR3-1066 Reg ECC
memory. TheCUDA compiler driverNVCC along with gcc 4.4.2
with -O3 optimization flag is used for all of the GPU simulations,
whereas for CPU simulations, the Intel C++ Compiler 11.1 is
used. CUDA Toolkit 3.2 along with CUDA C runtime is used,
and the CURAND library is utilized to generate pseudorandom
numbers based off of the XORWOW algorithm.19 The random
numbers are generated directly inside the device kernel using the
device API, thereby bypassing the need to transfer the numbers
from the CPU to the GPU. Random generator state initialization
(curand_init()) and random number generation (curand()) are
divided into two separate kernels in order to maximize perfor-
mance. All of the results reported in this work use double-
precision (64-bit) floating point numbers.

APPENDIX B. INCORRECT OR INEFFICIENT MULTIPLE
DISPLACEMENT PROPOSALS WITH WASTE-
RECYCLING

In section 4.4, we described our chosen MDP algorithm with
an emphasis placed on the generation of trial positions such that
we may use the simple symmetric multiproposal Barker-like
acceptance ratio. Here, we describe alternative routes that proved
either incorrect or inefficient.

Incorrect MDP Algorithms. A naive, and incorrect, modifica-
tion of the multiproposal waste recycling algorithm in order to
generate multiple displacement proposals would involve gener-
ating the proposed particle positions all as single uniform
displacements from the original position of particle k. Such an
approach yields incorrect results. This stems from the fact that
not all points within the set P = {o,{n}} are accessible to each
other via this trial-state generation algorithm. Instead, generating
{n} based on drawing displacements from a random Gaussian
distribution removes this formal accessibility barrier since there
is always some finite possibility of any point in A generating
the remaining points. However, this set P still has inherent
bias towards the state o as the generating point. Delmas and
Jourdain15 define a multiproposal acceptance ratio accounting
for the a priori probabilities of trial generation based on the
associated Gaussian probability density that corrects this state
generation bias. However, for the range of numbers of proposals
explored in this paper, calculated properties still exhibited a
dependence on the number of proposals.

Inefficient MDP with Configurational Bias. The crux of our
employed multiproposal algorithms lies in constructing a set of
proposals that are equally likely to have proposed that set, and
this results in a simply symmetric Boltzmann acceptance ratio.
However, a more traditional approach to multiproposal Monte
Carlo would be the implementation of configurational bias
Monte Carlo (CBMC).7 A standard CBMC algorithm for multi-
ple proposals might propose a set of trial states {n} based on
displacements from the old state o. A proposed state is then
chosen solely from the set of trial states {n} based on their
relative Boltzmann weights. Once a proposed state is chosen, it is
either accepted or rejected on the basis of both the sum of the
Boltzmann weights from the set of trial states {n} and a sum of
Boltzmann weights due to a hypothetical set of trial states {o0}
which are generated by displacements from the proposed
state. This generation of forward and backward sets of trial states
is required in order to fulfill the condition of superdetailed
balance.7

Simulating with multiproposal configurational bias yields
correct results; however, optimal implementation of the waste
recycling approach would require the accumulation of the following
summation:

A ¼ ∑
i ∈ fng

wi

W
fAi accðo f iÞ þ Ao½1� accðo f iÞ�g ð9Þ

where wi is defined again as exp(�βEi) and W is defined as

W ¼ ∑
i ∈ fng

wi ð10Þ

with the old state excluded from the summation. Aside from this
exclusion, eq 10 is similar to weightings employed thus far for
waste recycling.
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The inefficiency in implementing waste recycling for config-
urational bias lies in the definition of acceptance probabilities.
In order to determine an acceptance ratio for a specific trial state
i, we must generate a set of trial old states {o0|i} from the state
i in order to obey superdetailed balance. Given these unique sets
of old trial states, the acceptance probability for any state i is
defined as

accðo f iÞ ¼ min 1,
W

Wðfo0jigÞ
� �

ð11Þ

Since a different set {o0|i} must be generated for each proposed
trial state i, a total ofNprop(Nprop� 1) new particle positions and
new energies must be evaluated in order to fully leverage waste
recycling coupled to multiproposal MC, instead of Nprop en-
ergies, as is the case for ourMDP algorithm. A waste recycling ex-
pression similar to the above CBMC algorithm has been success-
fully and efficiently employed by Ath�enes and Calvo18 in the
context of replica exchange. However, in replica exchange simu-
lations, the associated acceptance ratios require no new calcula-
tions of energies and simply require the rescaling of previously
determined energies by new factors β.
Our proposed approach for multiproposal waste recycling

involving the construction of random walks, as stated in subsec-
tion 4.3, yields correct averaged results which are invariant to the
number of proposals. Furthermore, it allows inclusion of all
calculated energies into the waste-recycling expression for accu-
mulating averages. In the implementation based on constructing
a random walk chain, no calculated energies lie fallow. As an
added benefit, since this approach is constructed via Barker-like
acceptance ratios rather than Metropolis-like acceptance ratios,
we may employ the optimal estimator discussed in section 4.5.

APPENDIX C. SIMPLE MODEL FORMDP PARAMETERS

The variance in the average energy for the MDP waste-re-
cycling algorithm has a rather unusual functional form, as shown
in Figure 4. With the considerations outlined in section 5.2, we
may quantitatively model the variation in standard deviation as a
function of dmax and nthreads. We display our model results in
Figure 11 for both the standard deviations for methane in
MFI and for pure methane. For each value of dmax and nthreads,

we determine the number densities associated with finding a posi-
tion on the random walk a certain distance r from the origin.
These densities are calculated on the basis of a total of 106

distinct random walks constructed numerically following the
algorithm employed in this paper for theWRMC simulations and
accounting for periodicity as the paths are constructed. Each
number density N(r;dmax,nthreads) is initially calculated such thatR
0
∞N(r;dmax,nthreads) dr = nthreads� 1 and is subsequently capped

at each r to be at maximum Fcap4πr2. This N(r;dmax,nthreads,Fcap)
thereby encompasses effects due to the spherical geometry at
each r as well as the limits on the effectiveness of higher sampling
number density. The standard deviation on a calculation is
hypothesized to scale inversely with the square root of the
number of meaningfully sampled points. We express this as

std:dev: �
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 þ
Z Rmax

Rmin

Nðr; dmax, nthreads, FcapÞ dr
s ð12Þ

where the original position is always included as a meaningful
point and all other sampled points are solely included if they are
between Rmin and Rmax and have not exceeded the local density
Fcap.

As shown, in Figure 11, this basic model captures semiquanti-
tatively the features of the standard deviation of energy as a
function of dmax and of nthreads for both a uniform Lennard-Jones
fluid of 128 methane molecules with the MFI framework
removed (corresponding to Fσ3 = 0.156) and for 128 methane
molecules adsorbed in eight unit cells of the zeolite MFI. For
methane as a uniform LJ fluid, Fcap is set by the relationship
Fcapσ

3 = 1, and Rmin and Rmax are set to 3.8 Å and 8.0 Å, approxi-
mately σ and 2σ, perfectly reasonable parameters for a moder-
ately dense gas. For methane adsorbed in the zeolite MFI, we
used substantially different parameters based on knowledge of
the organization of methane in MFI. For this degree of adsorp-
tion, the methane sites are separated by approximately 5 Å, and
within the channels, they organize in a single file. As such, we set
Rmin to be 1.0 Å in order to account for meaningful sampling
within the radius of the MFI channel. And we choose Rmax to be
4.0 Å since distances greater than this yield configurations
overlapping with their nearest neighbors. Given that the highly

Figure 11. Random walker model of standard deviation in calculated energies for both 128 methane molecules as a uniform fluid (a) and 128 methane
molecules in the zeoliteMFI (b). Each is modeled via the proportionality in eq 12 with a single proportionality constant A for all nthreads and dmax. For the
uniformmethane fluid,A= 27.0, Fcapσ3 = 1,Rmin = 3.8 Å, andRmax = 8.0 Å. Formethane adsorbed inMFI,A= 110.0, Fcapσ3 = 10,Rmin = 1.0 Å, andRmax =
4.0 Å. Choice of these parameters is discussed in the text. For each plot, the data fromGPU calculations are displayed using the larger symbols with error
bars, and the results from the simple random walker model are presented with the smaller symbols and lines to guide the eye.
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packed and nonuniform nature of this system introduces greater
corrugations, we choose Fcap to be 10 times higher. The agree-
ment between our simple random walker model and the GPU
calculated standard deviations is quite favorable for both the
uniform and nonuniform systems, as displayed in Figure 11.
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ABSTRACT: Uranium hexafluoride (UF6) is an important compound in nuclear chemistry. The theoretical investigation of its
excited states is difficult due to the large number of uranium valence orbitals and ligand lone pairs. We report here a detailed
relativistic quantum chemical investigation of its excited states up to about 10 eV using restricted active space second-order
perturbation theory (RASPT2). Scalar and spin�orbit (SO) relativistic effects are treated by a relativistic small-core pseudopo-
tential. The RASPT2/SO results remain moderately accurate when the electrons in the active space are restricted to single and
double excitations. All eight major spectral peaks corresponding to ligand-to-metal charge transfer have been reproduced within an
accuracy of about 0.2 eV and are tentatively assigned. We find that BLYP-based hybrid density functional with 35% Hartree�Fock
exchange well reproduce the excitation energies of UF6.

’ INTRODUCTION

Uranium hexafluoride (UF6) is widely used in the uranium
enrichment process generating fuel for nuclear reactors and
nuclear weapons. Understanding its ground- and excited-state
properties is important. Accurate theoretical calculations of
molecules containing actinides have been challenging, especially
when involving excited states. The difficulties are due to com-
plicated electron correlation effects, to significant scalar relati-
vistic (SR) and spin�orbit coupling (SOC) effects, to the large
number of valence and semicore electrons in actinide atoms, and
to the complexity of electronic configurations owing to f-electrons.
A number of theoretical investigations has been carried out on the
ground-state properties of UF6, including geometries, electronic
structures and spectroscopic properties, using ab initio wave func-
tion theory (WFT) and density functional theory (DFT).1�8

For excited states, WFT electron correlation methods based on
the multiconfiguration self-consistent field (MCSCF) approach are
often needed. In particular, the complete active space self-consistent
field approach with second-order perturbation theory (CASPT2) is
commonly used to account for both dynamic and nondynamic
electron correlations, respectively.9,10 CASPT2 with the state func-
tions subsequently interacting through SOC yields reliable transi-
tion energies for the low-lying excited states of isolated UO2

2+ and
[UO2Cl4]

2�.11 Early multireference configuration interaction cal-
culations with single and double substitutions (MR-CISD) using
relativistic effective core potentials (RECP) performed less
satisfactory,12,13 mainly due to the large atomic core chosen for
uranium. One may expect that RECP calculations with an appro-
priate “small core” (i.e., with 60 electrons in the frozen uranium core,
32 electrons in the 5s-5p-5d-6s-6p-5f-6d-7s valence shells being
optimized) will perform comparable to all-electron calculations,
such as those simulating relativistic scalar and SOC effects by the
Douglas�Kroll�Hess (DKH) approximation.14

The comparison of theoretically computed electronic spectra
with corresponding experimental data helps to calibrate the

theoretical methodology and conversely to understand and
assign the experimental data. The reported photoabsorption
and electron-impact spectra of gaseous UF6 provide important
information about the low-lying excited states.15,16 Some of these
states involve electronic ligand-to-metal charge transfer (LMCT)
and have been investigated theoretically.17�22 Already in 1983,
Hay21 had carried out CIS and CISD calculations on the low-
lying excited singlet and triplet states with SOC simulated by a
large-core pseudopotential. The excitations correspond to one-
electron transitions from the 18 highest occupied orbitals with 36

Figure 1. SR Kohn�Sham orbital energy levels of neutral U, F, and
UF6, in eV.3,22

Received: January 9, 2011
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electrons, representing the 6 F�-2p6 shells slightly mixed with
U-5f,6p,6d,7s atomic orbitals (AOs), to the 7 lowest virtual ones
of U-5f type, see the molecular orbital (MO) level scheme in
Figure 1.21,22 The calculations were quite satisfactory, concerning
the low-energy ranges of the experimental spectra. On the other
hand, limited by the method, the RECP, the basis sets, and the
computer resources of the time, the calculated transition energies
of various dipole-allowed 1T1u states were less accurate. In
particular, the calculated excitation energies above 7 eV deviated
from the experimental ones by as much as 0.8�1.5 eV.

To obtain more accurate results, it is necessary to employ
more developed post-HF approaches. In principle, complete
active space self-consistent field (CASSCF) with an adequate
choice of the active orbitals for the nondynamical correlations,
CASPT2 energy improvement for dynamical correlation and
subsequent SO-CI for the spin�orbit splittings should produce
reliable data. The large near-degenerate valence shell of UF6
easily leads to configuration spaces of many billions of config-
uration state functions (CSFs), so that excitation restrictions
within the active space become mandatory. The restricted active
space (RAS) procedure RASSCF/RASPT223 has been success-
fully applied to CuO2, Cu2O2, and other systems,24,25 such as
UO2, which shows a similar excitation pattern as UF6.

26,27

In the present work we have applied the RASSCF/RASPT2/
SO approach to various excited states of the UF6 molecule. The
important SOC effect is accounted for by the common RECP
procedure,28 where the l 3σ containing one-electron operators29

also simulate the two-electron spin-coupling effects. After numer-
ous test calculations we have found that RASSCF/RASPT2/SO
approach with RASSCF limited to single and double excitations
already provides reasonably accurate results for excitations of the
F-2pf U-5f type. The experimental excitation energies of UF6

16

within 10 eV have been well reproduced within about 0.2 eV.
Time-dependent density functional theory (TDDFT) often

provides an alternative to account for dynamic electron correla-
tion of excited states.3,30�32 Previous calculations on actinide
complexes indicated that TDDFT excitation energies are of
diverse accuracies when comparing with advanced multirefer-
enceWFT results.33,34 Therefore a series of TDDFT calculations
has been carried out with various exchange�correlation (XC)
functionals to further test the reliability of this method for
describing the excited states of actinide systems, such as UF6.

’METHODOLOGY AND COMPUTATIONAL DETAILS

All ab initio calculations (HF and post-HF) based on WFT
were performed with MOLPRO 2008.35 The Stuttgart “small
core” RECP and the SDD valence basis [12s11p10d8f]/
[8s7p6d4f] were used for the U atom,13 while all-electron aug-
cc-pVDZ basis sets were applied for the F atoms.36 In the present
study, we confine ourselves to vertical excitations. The experi-
mental ground-state geometry of UF6 (Oh symmetry) with an
equilibrium bond length of RU�F = 1.999 Å was taken for all
states.37

In the CASSCF approach, a zeroth-order multireference wave
function is generated by a full CI procedure within the CAS
specified by (N,M), whereN andM are the numbers of correlated
electrons and active orbitals. The total number of CSFs rapidly
grows with increasing N and M, which virtually limits the
applications of CASSCF and CASPT2 to relatively small values
of N and M even for present-day computer hardware and
software. In the case of UF6, however, energy and occupation

analysis of the MOs, as discussed in the next section, indicates
that the effective active space should comprise at least the above-
mentioned 36 F�-2p valence electrons and the respective 18
highest occupied and 7 lowest unoccupied orbitals of U-5f type,
consistent with the selection of Hay.21 Such a selection of the
minimum active space results in a total of 25 orbitals with 36
electrons, which still excludes the F-2s and U-6s-6p semicore
shells and next higher ones of U-6d and -7s type (see Figure 1).
A CASSCF calculations using an active space of (36,25) involves
nearly 5 billion CSFs (4 940 906 560). However, in an appro-
priate MO basis, multiple excitations beyond quadruple ones
often contribute very little to electron correlation of closed-shell
species. Therefore adopting a RASSCF approach, the computa-
tional costs can be reduced to a reasonable level.38

In our RASSCF calculations, the active space of M orbitals is
divided into three subspaces, which are referred to as RAS1,
RAS2, and RAS3.35 They containM1 doubly occupied MOs,M2

occupied or partially unoccupied MOs, and M3 partially or
unoccupied MOs, respectively. The total number of CSFs
depends also on the chosen level of excitations (n1,n3). Index
n1 means that up to n1 electrons may be excited from the M1

orbitals of RAS1 into RAS2 or RAS3 and up to n3 electrons excited
from RAS1 or RAS2 into the M3 orbitals of RAS3. A suitably
chosen combination of smaller n1 and n3 remarkably decreases the
total number of CSFs. Then, a much larger active space of (N,M)
can be used in RASSCF than in conventional CASSCF.

The RAS is here defined with reference to the ground-state
MO energy level scheme of neutral UF6 in Figure 1.

3,22 The 18
highest occupiedMOswith 36 electrons formRAS1, and the 7 lowest
virtual MOs formRAS3, while RAS2 is left empty. Only single and
double excitations were included, i.e., n1 = n3 = 2, since higher
excitation levels improve the energy only at the 0.01 eV level. The
obtained 1078 CSFs are a fraction of 0.22 � 10�6 of the CSF
number of CAS(36,25). Among them, there are 126 excitations of
one-electron singlet type and 126 of one-electron triplet type. In
this centro-symmetric molecule, half of them are of spatial gerade
(g) symmetry, the other half is ungerade (u). The orbital and state
symmetry species are listed in Table 1.39

Due to parity conservation, the RASSCF/RASPT2 calculations,
without or with SOC on top of it, can be performed separately for
all g- and u-states. First, state-average single-point RASSCF40

calculations were carried out to obtain the wave functions for sets
of 64 g-singlets (including the ground state) and 63 u-triplets.
Then, RASPT2 calculations were performed for each state to
improve the dynamic correlation energy. The intruder states
problem caused converge troubles for several cases, which were
resolved by a common energy-level shift, here by 0.3 au.41,42

Table 1. Irreducible Representations of Low-Lying Single-
Electron Excited States of UF6

a

orbital transition excited states with triplet SOC

a1 f a2 A2 T2

e f a2 E T1, T2

a1 f t1 or t2 f a2 T1 A1, E, T1, T2

a1 f t2 or t1f a2 T2 A2, E, T1, T2

e f t1 or e f t2 T1, T2 A1, A2, 2E, 2T1, 2T2

t1 f t1 or t2 f t2 A1, E, T1, T2 A1, A2, 2E, 4T1, 3T2

t1 f t2 or t2 f t1 A2, E, T1, T2 A1, A2, 2E, 3T1, 4T2
aWithout SOC or with singlet SOC, last column with triplet SOC, and
the trivial g and u specifications being omitted.
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Spin�orbit coupling was treated with the state interaction
RAS/SO approach.43 The SOmatrix elements between the scalar
relativistic RAS CSFs were evaluated with the SOC operator of
the RECP formalism. For the diagonal elements of the SO
interaction matrix, the RASPT2 state energies were used. In
ample cases44 including uranyl,34 such an approach provides an
accuracy comparable to all-electron-based SOC calculations.45

The size of the SO matrix, coupling spin-singlet and spin-
triplet CSFs, rises to 253 � 253 for the g-states, which becomes
rather demanding. As a compromise we only included the lowest-
lying 45 excited g-singlets and 45 g-triplets, together with the
ground state, in the SO matrix for the g-states. So the dimension
of the matrix was reduced to 181� 181. Similarly for the u-states,
the lowest 48 u-singlets and 48 u-triplets were chosen, resulting
in a SO matrix of 192 � 192. Test calculations have shown that
such a reduced RAS/SO scheme still gives a satisfactory accuracy.

All-electron relativistic TDDFT calculations, with or without
SOC, were performed with the relativistic zeroth-order regular
approximation (ZORA),46,47 as implemented in the ADF 2008
program.48�50 In the two-component scheme ZORA contains
SOC terms of (σ 3 p V σ 3 p) type. We used STO basis sets of
triple-ζ plus polarization (TZP) quality for U and of DZP quality
for F, from the ADF basis sets library. The SAOP51,52 and
PW9153 XC functionals were applied to compare the asymp-
tote-corrected functional with common generalized gradient

approximation (GGA) functional. For comparison, a parallel
series of TDDFT calculations with RECP was carried out by
employing the NWChem 5.1 program54,55 with the same GTO
basis sets and Stuttgart RECP as in the RAS calculations. In the
NWChem calculations, we applied two pure density functionals
(PW91 and BLYP)56,57 and two hybrid ones (B3LYP58 and
BHLYP)59 to examine the effects of different XC functionals.

’RESULTS AND DISCUSSION

Electronic States.The ground state of UF6 is known to be
1A1 g

with valence electron configuration 3 3 3 (1eg)
4(1t2g)

6(1t1u)
6-

(1a1g)
2(1t2u)

6(1t1g)
6(2t1u)

6 (Figure 1).21 The DFT PW91 en-
ergies and AO compositions of the occupied and virtual MOs at
the scalar and SO relativistic levels are listed in Table 2. The 18
highest occupiedMOs around�13 to�10 eV are close in energy
and consist of the 2p lone pairs of the F� ligands with up to 20%
of U-5f or U-6d and less U-6p or U-7s. The 7 lowest unoccupied
MOs (1a2u, 2t2u, and 3t1u) around �7 to �5 eV are dominantly
U-5f with a highest occupied molecular orbital�lowest unoccu-
pied molecular orbital (HOMO�LUMO) gap of 2.75 eV with
SOC, which is small for a closed-shell molecule. The high-lying
virtual MOs (2a1g, 2t2g, and 2eg) of dominant U-7s and U-6d
character are more than 4 eV above the U-5f ones because they
are pushed up more than the contracted U-5f ones by the filled
F-2p shells owing to their stronger overlap (Figure 1). The low-
energy occupiedMOs,more than 10 eV below the active occupied
ones, are already of semicoreU-6p and F-2s type. Thus, only single
electron excitations of LMCT type from the F�-2p ligand shell to
the U-5f shell occur in the region below 10 eV. The above-
described RAS (2, 18, 2, 7) of 36 electrons and 18 + 7 orbitals with
single and double excitations was thus chosen.
Spin�orbit coupling splits the triply degenerate t-type orbital

levels of the ordinaryOh group into doubly andquadruply degenerate
spinor levels of the double group: t X e1/2 = e1/2 or 5/2 x u3/2.
DFT calculations show that, as expected, the SO splitting of the
occupied MOs of F-2p type remains small, in the range of 0.1 eV.
The only exception is the 2t1u HOMO with a SO splitting of
∼0.8 eV, due to the admixture22 of 7% U-6p (Table 2) with a large
atomic SOC effect of U-6p in the order of 11 eV. The 2t1u excited
states exhibit even larger SO splittings (see below) because theU-6p
admixture of 2t1u increases by about one-half upon one-electron
depletion of the 2t1u orbital. Thereby, SOC reduces the HOMO�
LUMO gap, leading to comparatively small excitation energies for
the lowest states of g-type.22 Finally we have checked the flexibility
of the basis sets by uncontracting the U-p functions,60 and the
energy changes of the SOC state energies were below 0.01 eV.
The double-group symmetries of the excited spin�orbit states

are obtained in the usual manner. For instance, the first spin-
averaged transitions (2t1uf 1a2u)

1A1gf
3,1T2g generate a total

of (3 + 1)� 3 = 12 individual states, with two excitation energies
of singlet�triplet and singlet�singlet types. Under SOC in the
Oh* double-group symmetry of a vibrationally undistorted UF6
molecule, this splits up as follows (for more details, see Hay):21

u3=2u f e5=2u : u3=2u X e5=2u ¼ Eg x T1g x T2g

e1=2u f e5=2u : e1=2u X e5=2u ¼ A2g x T2g

The calculated excitation energies of the g- and u-states at the
SR- and SOC- RASPT2 levels up to nearly 10 eV are listed in the
Supporting Information (Tables S1�S3). The excitation energies

Table 2. Dominant AO Compositions (in %) and Energies
(ε in eV) of the 18 Highest Occupied and 13 Lowest Virtual
MOs of the UF6 Ground State at the DFT-PW91 Scalar and
SO Relativistic Levels

scalar relativistic (SR) SO coupling

orbitala composition ε orbitalb ε

Highest Occupied

1eg 85 F-2p; 14 U-6d �12.98 1u3/2g �12.98

1t2g 88 F-2p; 12 U-6d �12.33 2u3/2g �12.36

1e5/2g �12.29

1t1u 79 F-2p; 19 U-5f �12.02 1e1/2u �12.04

1u3/2u �12.01

1a1g 97 F-2p; 1 U-7s �11.75 1e1/2g �11.76

1t2u 87 F-2p; 13 U-5f �11.56 2u3/2u �11.56

1e5/2u �11.55

1t1g 100 F-2p �10.72 2e1/2g �10.74

3u3/2g �10.71

2t1u 88 F-2p; 7 U-6p; 5 U-5f �10.22 2e1/2u �10.73

3u3/2u �9.93

Lowest Unoccupied

1a2u 100 U-5f �7.08 2e5/2u �7.18

2t2u 88 U-5f; 12 F-2p �6.40 4u3/2u �6.36

3e5/2u �6.26

3t1u 88 U-5f; 12 F-2p �5.11 5u3/2u �5.01

3e1/2u �4.90

2a1g 100 U-7s; �0.77 3e1/2g �0.78

2t2g 74 U-6d; 15 F-2p �0.39 4u3/2g �0.56

2e5/2g �0.11

2eg 99 U-6d +1.29 5u3/2g +1.29
a Labeled by irreps of the Oh group. b Labeled by irreps the Oh

double group.
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of all g-states up to about 5 eV and of the T1u states up to about
10 eV are here displayed in Tables 3 and 4, respectively, together
with Hay’s (HF + 1) results21 and the experimental data. Concern-
ing the low-lying g-states, Hay’s and our values (SR and SOC) agree
within about 0.2 eV. However, for excited states above 5 eV, the
discrepancy reaches 0.9 (0.7) eV for the SOC (SR) states of 2t1uf
3t1u type, probably due to the limitation of electron correlation in
Hay’s CIS-like scheme. Accordingly, the rather dense energy-level
order sometimes differs already for the low-lying states. Concerning
the T1u states, the agreement for the two lowest SR terms of 1t1gf
2t2u and 1t1g f 3t1u origin again is good (about 0.1 eV), while the
discrepancies become larger for terms above 7 eV, where they reach
1.25 eV for 1egf 3t1u. We attribute these enlarged discrepancies to
the less reliable large-core pseudopotential used previously.21

Electronic Spectra. Experimental UV absorption spectra in
condensed phase and electron-impact spectra in gas phase are
known for UF6 up to about 10 eV.15,16,61 They involve mostly

electric dipole allowed A1gf T1u transitions. Weaker transitions
observable at energies below the onset of the strong ones may be
magnetic dipole allowed (A1gf T1 g) or vibronically induced, in
particular by the t1u and t2u bending vibrations, relevant for
F-t1u f U-5f excitations. Below 4.5 eV, 6 sharp UV absorption
lines were observed in the solid (Table 3) and can be tentatively
assigned to final T1,2 g states, which occur 0.3 eV lower than
calculated by RAS/SO. In the same energy range, two broader
molecular electron-impact lines were observed. The correspond-
ing groups of calculated transition energies lie at most about
0.1 eV higher.We note the large red shift of the solid-state spectra
of about 0.2 eV, which is reminiscent of similarly large noble gas
matrix effects for CUO and UO2 molecules.62�65

The lowest g f g excitations near 3 eV originate from (2t1u)
3u3/2u f (1a2u) 2e5/2u orbital transitions. Compared to the SR
energies, they are strongly spin�orbit stabilized by about 0.7 eV.
The (2t1u) 5e1/2uf (1a2u) 2e5/2u spin�orbit mates are calculated

Table 3. Theoretically Predicted Transition Energies (in eV) of Low-Lying Vertical Excited g-States of UF6 in Comparison to
Experimental Data

aRASPT2, this work. bHF + 1, Hay.21 cUV, solid phase, Lewis et al.15 d Electron impact, gas phase, Cartwright et al.16
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1.7 eV higher and are no longer observable under the onset of
the strongly allowed transitions. The SO splitting of 0.09 eV
(701 cm�1), assigned to 2t1u in the UV matrix work,15 seems too
small by more than an order of magnitude. We interpret this small
splitting as due to differential F-2p/U-5f Coulomb coupling re-
strained by U-6p SOC. The enlarged F-2p (2t1u) SO splitting has
already been discussed above and is also consistent with the
photoelectron spectra (PES) of gaseous UF6 (Figures 1 and 2 of
ref 66). From there, a (2t1u) u3/2u � e1/2u SO-splitting of about
1.4�1.5 eV can be deduced. The second group of weak features
near 4 eV emerges from (2t1u) 3u3/2u f (2t2u) 4u3/2u, 3e5/2u. We
attribute the comparatively large U-5f (t2u) final-orbital SO-splitting
of about 0.2 eV to the large effective positive charge of U in UF6.
The calculated electric dipole-allowed T1u excitation energies

and transitionmoments are listed in Table 4 and are compared to

the high-energy (75 eV) forward-scattering (5�) electron-impact
features.16 Our RASPT2/SO data reproduce the peak energies
within about 0.2 eV. The lowest two T1u states are calculated at
4.98 and 5.63 eV (corresponding to 5.39 and 6.01 eV from Hay’s
work)21 with transition moments below 0.5 D and are hereby
assigned as weak electric dipole-allowed spectral features. Con-
cerning the experimental feature at 4.9 eV, our results show that it
is not a forbidden transition, supporting the experimental assign-
ment. The SOCwave function of the lowest T1u state, for instance,
is dominated by (1t1g f 1a2u)

3T2u; without SOC the transition
would be singlet�triplet forbidden and 0.3 eV higher.
Figure 2 shows the comparison of the experimental electron-

impact forward-scattering spectrum16 and our SR- and SO-
RASPT2 simulations. The 24 calculated T1u transitions are
represented by Gaussian functions with heights proportional to
the squared transition moments and a full width at the half-
maximum (fwhm) of 0.3 eV. The positions and relative intensities
of the experimental features are reasonably reproduced by the
SOC simulation. This gives credence to the validity of the slightly
revised spectral assignments in Table 4. The simulation also
explains why only 9 maxima were experimentally resolvable from
the overlay of dozens of gf g and gf u transitions. While SOC
shifts the peak positions of the SR curve only a little, it markedly
changes the intensity pattern. The SR curve reproduces the
position of the strong band near 9 eV but misses the weak peaks
and shoulders below 5.5 eV. Our recent work also shows that
applying this SO-RASPT2 approach, one can accurately predict
the fluorescent states of UO2F2 and UO2F2(Ar)x complexes.

67

Dependence of RASPT2 Accuracy upon the RAS Level. As
the accuracy of RASPT2 approaches depend on the type and
number of allowed excitations in the RASSCF step, determined
by the four parameters (n1,M1,n3,M3), we investigated various
excitation levels (n1,n3). In as much as the (36,25) space is too
large for performing comparable RASCF and CASSCF calcula-
tions, we carried out the test calculations with a (14,14) space. In
such a size-reduced scheme, the number of CSFs in the CASSCF
is 348 615, which is only 1/14000 of the CSFs number in
CAS(36,25). For the 14 active orbitals, we selected the 7 upper
occupied orbitals (1a1g, 1t1g, and 2t1u) of nonbonding F-2p-type
and the 7 low-lying empty orbitals (1a2u, 2t2u, and 3t1u) of U-5f

Table 4. Theoretically Predicted Excitation Energies
(ΔE, in eV) and Transition Moments (μ, in Debye) of
Low-Lying T1u States of UF6 in Comparison to Experimental
Transition Energies

aRASPT2, this work. States above 8.5 eV were excluded from the SOC
calculations. bHF + 1, Hay.21 c Electron impact, experimental.16

Figure 2. Experimental and theoretically simulated electric dipole-
allowed electronic spectrum of UF6. Solid curve: electron impact
forward scattering;16 dotted curve: SR calculation up to 9.5 eV; dashed
curve: spin�orbit (SO) coupled calculation up to 8.5 eV.
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type. Choosing M1 = M3 = 7 and M2 = 0 for the subspace
partitioning, we varied n1 = n3 = 1, 2, 3, ..., 14, where for n = 14,
the RAS reaches the complete active space (CAS).
For tests at the SR level, we investigated the 11A1g ground state

and three low-lying excited u-states (11T2u, 2
1T2u, and 11T1u).

The dependence of the excitation energies on parameter n is
displayed in Table 5. Remarkably, the RASPT2 excitation
energies quickly converge toward the CASPT2 results: For
n = 2 (i.e., up to double excitations), themaximal absolute error is
less than 0.05 eV, and it drops below 0.2 meV for ng 4. Since the
computational cost increases dramatically with the excitation
index, while the accuracy gain drops drastically, restriction to
single and double excitations seems a good compromise for the
present cases of LMCT transitions from ligand lone pairs to
metal nonbonding orbitals of an otherwise closed-shell complex.
The RASSCF approach with single and double excitations
(hereafter denoted by R2ASSCF) and additional RASPT2 calcu-
lations will be applied throughout this article, if not specified
otherwise.
To obtain accurate results of the excitation energies, an

important question is regarding how far occupied U-6p and
virtual U-6d/7s orbitals are needed in the active space. Bonding
and antibonding MOs involving U-6d and U-5f contribute
considerably to correlation in the uranyl cation (UO2

2+) and
are usually included in the active space.12,68 We have attempted
to compare the U-6d contributions to the RASSCF results of UF6
and UO2

2+ in their ground states with the R2ASSCF scheme. For
UF6, an active space of (22,22) was constructed from the 11
occupied valence MOs that contain U-6d (1eg, 1t2g) and U-5f
(1t1u, 1t2u) contributions, and their 11 unoccupied counterparts
(2t2u, 3t1u and 2t2g, 2eg). The (12,12) active orbital set for UO2

2+

is formed by the 6 pairs of bonding/antibonding MOs, i.e.,
σu/σu*, σg/σg*, πu/πu*, and πg/πg*. The natural orbital occupa-
tion numbers (NOON) of the two molecular species are listed in
Table 6.
As an approximate rule of thumb, for accurate multireference

results natural orbitals with occupation number larger than 0.01
should be included in the CAS or RAS.11,69,70 Table 6 shows that
all 6 or at least 5 antibonding MOs of the triply bonded
[OtUtO]2+ should be included in the CAS as their NOONs

exceed 0.025. The demand on the effective active space is less
serious in themore ionically bondedU(-F)6.WithNOoccupations
around 0.01, the omission of U-6d type 2t2g and 2eg MOs from the
active space should not lead to significant errors. Also the exclusion
of U-6p orbitals from the RAS seems an acceptable compromise.
Evaluation of TDDFT. Even with simplifications by RASPT2

schemes, multiconfigurationWFT calculations are still expensive
for actinide compounds, such as UF6. It is thus worth investigat-
ing the quality of DFT and TDDFT approaches in the evaluation
of the excited-state properties. Therefore, we have performed
TDDFT calculations at the SR level using the all-electron ZORA
and the valence-electron RECP approaches. The excitation
energies for a number of low-lying excited singlets using different
XC-functionals are shown in Table 7.
Obviously, the calculated excited states energies of UF6 with

TDDFT have significant errors when comparing to RASPT2 and
experiments, at least concerning (F-2p)6fU-5f type excitations
involving LMCT from extended orbitals to compact orbitals.
All-electron ZORA and valence-electrons RECP results exhibit
similar error patterns. For the PW91 functional, the two schemes
do not differ bymore than 0.2 eV. The twoGGA functionals BLYP

Table 7. SR Excitation Energies (in eV) for Low Singlets of
UF6 from SR-TDDFT Using Different Basis Sets and Various
XC Functionals Compared to RASPT2 Results

TDDFT

RECPa all-electron ZORAb

excited

state BLYP PW91 B3LYP BHLYP PW91 SAOP

RASPT2

with RECPa

g States

11T2g 3.16 3.17 3.83 4.81 3.27 3.88 4.27

11T1g 3.73 3.73 4.21 5.00 3.82 4.54 4.71

21T2g 3.79 3.80 4.25 5.02 3.91 4.62 4.79

11A2g 3.74 3.74 4.26 5.19 3.82 4.54 4.87

11Eg 4.07 4.08 4.57 5.43 4.21 4.88 5.00

21T1g 4.25 4.28 5.06 6.54 4.47 4.98 5.49

21A1g 5.00 5.02 5.37 6.13 5.23 5.84 5.74

31T1g 4.94 4.97 5.35 6.06 5.16 5.76 5.88

21Eg 4.98 5.01 5.57 6.35 5.22 5.81 5.88

31T2g 4.93 4.95 5.45 6.11 5.15 5.77 5.92

ave devb �1.00 �0.98 �0.46 +0.41 �0.83 �0.21

max devc �1.24 �1.21 �0.61 +1.05 �1.05 �0.51

u States

11T2u 3.45 3.44 4.38 5.97 3.63 4.25 5.24

11A2u 4.19 4.18 4.93 6.33 4.40 5.09 5.69

11Eu 4.14 4.13 4.89 6.29 4.33 5.05 5.70

21A2u 4.53 4.51 5.32 6.67 4.70 5.24 5.72

21T2u 4.16 4.15 4.95 6.41 4.35 5.06 5.81

11T1u 4.37 4.36 5.16 6.63 4.57 5.25 5.97

21T2u 5.08 5.06 5.86 7.02 5.40 6.04 6.30

31T2u 5.22 5.20 5.95 7.03 5.69 6.30 6.81

21T1u 5.39 5.36 5.99 7.07 5.74 6.35 6.87

ave devc �1.51 �1.52 �0.74 +0.55 �1.24 �0.61

max devd �1.79 �1.80 �0.88 +0.95 �1.61 �0.75
a Same small-core potentials and basis sets as for RASPT2. b STO
basis sets. cAverage deviation from the RASPT2 results. dMaximal
deviation from the RASPT2 results.

Table 5. SR RASPT2 Excitation Energies (in meV) of UF6

Δ-RAS at level nb

statea n = 1 2 3 4 5 7 14 = CAS

11T2u �295.9 +38.0 +7.3 �0.2 +0.1 +0.0 4681.1

21T2u �251.1 +46.1 +8.8 �0.1 +0.2 +0.0 5304.7

11T1u �178.7 +41.6 +6.8 �0.2 +0.1 +0.0 5356.3
a For the three lowest electric dipole-allowed transitions to 11T2u, 2

1T2u,
and 11T1u.

bDeviation at RAS levels (n,7,n,7) from the CAS(14,14)
values (n = 14).

Table 6. NOON from SR MCSCF Calculations of UF6 and
UO2

2+ Ground States Using the R2ASSCF Scheme

UF6
a

active NO 1eg 1t2g 1t1u 1t2u 2t2u 3t1u 2t2g 2eg
occ. no. 1.988 1.991 1.992 1.981 0.020 0.006 0.009 0.012

UO2
2+ b

active NO πg σg πu σu πu* σu* πg* σg*

occ. no. 1.973 1.973 1.962 1.976 0.039 0.038 0.026 0.013
aCAS(22,22)/RAS(2,11,2,11). bCAS(12,12)/RAS(2,6,2,6).
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and PW91 produce similar deviations, around �1 eV for the
g-states and around �1.5 eV for the u-states. The two hybrid
functionals B3LYP and BHLYP reduce the discrepancies to about
one-half. Even the asymptotically corrected SOAP functional
generates errors for the ungerade F-2p f U-5f type excitation
energies of about�0.6 eV. Wahlgren et al. had speculated that the
errors of TDDFT for the excited states may be due to the
contributions from double excitations,33 which are not accounted
for by TDDFT. Among other error sources there is the incorrect
asymptotic behavior of many XC functionals,71 which leads to a
typical underestimation of most excitation energies. This can be
alleviated by XC functionals with adjusted asymptotic behavior
like the SAOP. However, the SAOP functional still does not
provide a satisfactory description of the LMCT states of UF6.
The TDDFT energies of these charge-transfer transitions to

very compact U-5f MOs seem particularly sensitive to the
percentage of HF exchange in hybrid XC-potentials.72 We note
that adjusting the admixture of the HF exchange alleviates the
DFT problems in the present case. As shown in Table 7, the HF
exchange percentage increase from 20% (in B3LYP) to 50% (in
BHLYP) turns the average deviation from �0.46 into +0.41 for
the g-states and from �0.74 into +0.55 eV for the u-states. We
therefore form a hybrid functional BxLYP with intermediate
x = 35% HF exchange, which reproduces the RASPT2 excitation
energies of UF6 quite well (Figure 3). Further work is needed to
investigate if this simple approach can help to predict the excited-
states energies of other actinide compounds.

’SUMMARY AND CONCLUSIONS

The electronic excited states involving transitions from F lone
pairs to U-5f in UF6 have been investigated by using an ab initio
multireference electron correlation method. With the RASSCF-
based approach, a single and double excitation restriction is
shown to be acceptable for this type of transitions. With the
Stuttgart small-core relativistic ECP and adapted one-electron
basis sets, the spin�orbit interaction important for some of
the transitions due to U-6p semicore admixture is accounted for
by a RECP-SOC pseudopotential operator and the RASSCF/
RASPT2/SO technique. Dynamic electron correlations are well
recovered by second-order perturbation theory RASPT2. This

scheme reproduces the spectral energies (within about 0.2 eV)
and the intensities of the broad experimental electron-impact peaks
below 10 eV. These transitions are ofmixed singlet�triplet type. The
two lowest-energy features are only vibronically and/or magnetic-
dipole allowed, the next seven features are optically dipole allowed.
Assuming a condensed phase red shift of 0.2 eV, the energies of the
UV-absorption peaks in the optically forbidden region below 4.5 eV
can also be well predicted. Given the numerous ligand lone pairs
involved in the low-lying excited states, the quantitative prediction of
the electronic spectra ofUF6 is computationally intensive.Our results
represent so far the best theoretical reproductionof the fewmeasured
and the prediction of a large number of not yet detected excited states
of UF6. An improved tentative assignment of the measured excita-
tions is given in Tables 3 and 4.

The presented RASSCF/RASPT2/SO technique using RECP
appears as a promising tool for the investigation of the excited
states of actinide compounds. It can serve as a benchmark for
calibrating approximation approaches, such as SO-TDDFT, for
applications in heavy-element systems. Even the asymptotically
corrected SAOP functional is not yet sufficiently accurate for
these comparatively simple one-electron excitations of actinide
complexes. New exchange�correlation functionals that can
handle charge-transfer and compact actinide 5f-states are needed
for application of DFT and TDDFT for predicting the excited-
states properties of actinide systems.
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ABSTRACT: Six popular density functionals in conjunction with the conductor-like screening (COSMO) solvation model have
been used to obtain linearM€ossbauer isomer shift (IS) and quadrupole splitting (QS) parameters for a test set of 20 complexes (with
24 sites) comprised of nonheme nitrosyls (Fe�NO) and non-nitrosyl (Fe�S) complexes. For the first time in an IS analysis, the Fe
electron density was calculated both directly at the nucleus, F(0)N, which is the typical procedure, and on a small sphere surrounding
the nucleus, F(0)S, which is the new standard algorithm implemented in the ADF software package.We find that bothmethods yield
(near) identical slopes from each linear regression analysis but are shifted with respect to F(0) along the x axis. Therefore, the
calculation of the Fe electron density with either method gives calibration fits with equal predictive value. Calibration parameters
obtained from the complete test set for OLYP, OPBE, PW91, and BP86 yield correlation coefficients (r2) of approximately 0.90,
indicating that the calibration fit is of good quality. However, fits obtained from B3LYP and B3LYP* with both Slater-type and
Gaussian-type orbitals are generally found to be of poorer quality. For several of the complexes examined in this study, we find that
B3LYP and B3LYP* give geometries that possess significantly larger deviations from the experimental structures thanOLYP, OPBE,
PW91, or BP86. This phenomenon is particularly true for the di- and tetranuclear Fe complexes examined in this study. Previous
M€ossbauer calibration fit studies using these functionals have usually included mononuclear Fe complexes alone, where these
discrepancies are less pronounced. An examination of spin expectation values reveals that B3LYP and B3LYP* approach the weak-
coupling limit more closely than the GGA exchange-correlation functionals. The high degree of variability in our calculated S2 values
for the Fe�NOcomplexes highlights their challenging electronic structure. Significant improvements to the isomer shift calibrations
are obtained for B3LYP and B3LYP* when geometries obtained with the OLYP functional are used. In addition, greatly improved
performance of these functionals is found if the complete test set is grouped separately into Fe�NO and Fe�S complexes.
Calibration fits including only Fe�NO complexes are found to be excellent, while those containing the non-nitrosyl Fe�S
complexes alone are found to demonstrate less accurate correlations. Similar trends are also found with OLYP, OPBE, PW91, and
BP86. Correlations between experimental and calculated QSs were also investigated. Generally, universal and separate Fe�NO and
Fe�S fit parameters obtained to determine QSs are found to be of good to excellent quality for every density functional examined,
especially if [Fe4(NO)4(μ3-S)4]

� is removed from the test set.

’ INTRODUCTION

M€ossbauer (MB) spectroscopy is a valuable experimental tool
in bioinorganic chemistry because it can provide information on
the spin and oxidation states of the MB atom and fine structure
parameters like zero-field splitting and the hyperfine coupling
tensor.1 By far, 57Fe represents the most commonly probed
nucleus, though it is worth noting that 61Ni and 67Zn are two
other biologically relevant MB-active isotopes. MB spectroscopy
relies on the recoilless resonant absorption of γ radiation by the
MB active nuclei from a source emitter. For 57Fe, it is the resonant
absorption of 14.4 keV γ-rays emitted from a radioactive 57Co
source that is measured. An advantage of MB spectroscopy is that
all MB active nuclei are probed simultaneously in the sample.
Challenges in using this technique include the requirement of 57Fe
(or other) enrichment and deconvoluting complicated spectra
when several active nuclei are present. In conjunction with rapid
freeze-quench techniques, MB spectroscopy is a particularly

valuable tool in bioinorganic chemistry because the Fe environ-
ment can be monitored during the course of a biochemical
reaction to give insight into the nature of short-lived intermediates
and the reaction mechanisms in which they participate.2

Two key parameters extracted from M€ossbauer spectra are
the isomer shift (IS) and quadrupole splitting (QS). ISs provide
information on metal�ligand covalency and the spin and
oxidation states of the Fe center. Contributions to the magni-
tude of ISs are effects from shielding of the 3s electrons by the
Fe 3d electrons, covalency effects, and changes in bond
lengths.3 The IS can be calculated by linear regression of the
following equation:

δ ¼ R½Fð0Þ � A� þ C ð1Þ
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where δ is the experimental IS (mm s�1), F(0) is the calculated
s-electron density at the nucleus (e a0

�3), R is the slope (e�1 a0
3

mm s�1), and C is the intercept (mm s�1). A is a large constant
chosen to be near F(0) in magnitude. This aids in the numerical
stability of the fitting in the linear regression equation. The
factors R, A, and C are determined in calibration procedures,
often with calculations involving a specific level of theory.

QSs are the other key parameter obtained from MB spectros-
copy arising from the interaction of the quadrupole moment of
the first nuclear excited state of 57Fe (I = 3/2) with the electric
field gradient surrounding the Fe nucleus. QS parameters are
very sensitive to the local chemical environment of the Fe
nucleus and give information on the population of its 3d orbitals
and their ligand environment. The quadrupole interaction splits
the 57Fe (I = 3/2) nucleus into two doubly degenerate states
(mI( 1/2 and mI( 3/2) whose energy difference is calculated as

ΔEQ ¼ 1
2
eQVzzð1 þ η2=3Þ1=2 ð2Þ

where e is the positive electric charge, Q is the nuclear quadrupole
moment (in barns), and Vzz is the electric field gradient. η is an
asymmetry parameter defined as (Vxx � Vyy)/Vzz with |Vzz| g
|Vyy| g |Vxx|.

Density functional theory (DFT) has become an increasingly
popular tool for calculating structures and M€ossbauer pro-
perties.4 Its application to Fe-containing and other metalloen-
zymes to delineate their mechanisms-of-action offers atomic-
level understanding of these intricate processes.5�7 The success
of this approach results from accurate and insightful comparisons
with experimental results that allow a rationalization of existing
data and the design of new experiments. To further support this
synergy between theory and experiment, our aim in the present
study is to calibrate M€ossbauer parameters for a variety of
commonly used DFT functionals including OLYP, OPBE,
PW91, BP86, B3LYP, and B3LYP* using a test set comprised
of nonheme nitrosyls including low- (S = 1/2) and high-spin (S =
3/2) {FeNO}7 and {Fe(NO)2}

9 species and other non-nitrosyl
iron�sulfur complexes.We follow the nomenclature of Enemark�
Feltham to count the electrons in the {FeNO}n and {Fe(NO)2}

n

species, where n is the number of d electrons on the metal plus
the number of electrons in the π* orbitals of NO.8 Nonheme
nitrosyls represent an attractive target to probe the relationship
between theory and experiment because of their unusual and
complex electronic structure.9�12 Indeed, the spin densities of
iron nitrosyls exhibit broken-symmetry character, and conse-
quently there is a strong tendency for the majority and minority
spin densities to be spatially separated.13�16 The complexes
within our test set possess mono- and polynuclear Fe centers and
thus represent a challenge to theory to describe accurately their
electronic structure and properties.

A number of DFT calibration studies of M€ossbauer isomer
shifts and quadrupole splittings have been reported in the
literature.3,17�26 For example, Neese and co-workers have found
that fit parameters are relatively insensitive to whether nonrela-
tivistic or quasi-relativistic (via the zero-order regular approxima-
tion, ZORA) DFT methods are employed.22,25 The ZORA Fe
electron densities are shifted toward the four-component Dir-
ac�Fock limit, but no improvement in the correlation is
observed. Further, no improvement in the calculated quadrupole
splittings were observed when the ZORA approach was used
instead of a nonrelativistic treatment.22 Very recently, Lippard
and co-workers reported the performance of eight density

functionals for the prediction of ISs and QSs. They found the
B3LYP and O3LYP density functionals to have the lowest errors
whileM06-2X and SVWN5 possess the highest for their large test
set of 31 iron-containing complexes (35 signals), including both
mononuclear and dinuclear systems.26

While these previous efforts have proven valuable in their own
right, most of the complexes examined have been mononuclear
Fe complexes, with the exception of a few. The present effort,
which includes mononuclear, dinuclear, and tetranuclear com-
plexes in the training set, is our latest contribution to this growing
field and represents an important step forward by providing
accurate calibration fits for spectroscopic isomer shifts and
quadrupole splitting parameters. One aspect of this work that
is particularly valuable is our finding that the commonly used
functional B3LYP (and B3LYP*) performs poorly in predicting
accurate geometries, especially for the dinuclear and tetranuclear
Fe complexes. We find that these poor geometries lead to very
poor isomer shift calibration fits.

For the first time in an isomer shift calibration study, we
compare two methods used to calculate the Fe electron density.
The typical procedure determines this quantity directly at the Fe
nucleus. More recently, the ADF software package has by default
begun to determine this quantity on a small sphere surrounding
the Fe nucleus, which better reflects the underlying physics of the
M€ossbauer-active nucleus, since the nuclear radius changes from
the ground to the excited 57Fe state. Moreover, this approach
prohibits the four-component Dirac�Fock electron density from
becoming infinite in the limit of a large enough basis set at a point
charge nucleus during relativistic calculation. Because it is not
known a priori how the choice in method used to calculate the Fe
electron density will affect isomer shift calibration fits, we sought
to examine this issue by calibrating six exchange-correlation
potentials for each approach. We believe this work will be widely
useful for researchers wishing to calculate accurate M€ossbauer
parameters for comparison with experimental results.

’COMPUTATIONAL METHODS

Geometry optimizations using the PW91,27,28 BP86,29,30

OLYP,31,32 OPBE,31,33,34 B3LYP,32,35,36 and B3LYP*37 ex-
change-correlation functionals were carried out with the Am-
sterdam Density Functional (ADF) 2009.0138,39 software
package. These particular functionals have been chosen because
they have previously been shown to give accurate geometries,
energies, and/or spin-state splittings for transition metal com-
plexes with weak field ligands. All-electron Slater-type triple-ζ
plus polarization (STO-TZP) basis sets were used for both the
geometry optimizations and subsequent M€ossbauer calculations,
with the numerical integration accuracy set to 5.5. This approach
is identical to that taken in our previous work in this area.11 The
“AddDiffuseFit” feature of ADF was also employed for the
B3LYP and B3LYP* calculations to minimize numerical pro-
blems found with hybrid functionals and the fit procedure used
by ADF. The ORCA 2.8.040 software package was also used
to calculate M€ossbauer parameters for the complexes of this
study with B3LYP and B3LYP*. For the latter calculations, the
Gaussian-type basis set TZVP of Ahlrichs et al.41,42 was used for
the geometry optimizations with “Grid4”. Single-point energy
calculations were then performed using the TZVP basis set for all
elements but Fe, where for this element we used the CP(PPP)
basis set,3 which utilizes the Ahlrichs (2d2fg, 3p2df) polarization
functions from the Turbomole basis set library under ftp.



3234 dx.doi.org/10.1021/ct200187d |J. Chem. Theory Comput. 2011, 7, 3232–3247

Journal of Chemical Theory and Computation ARTICLE

chemie.unikarlsruhe.de/pub/basen and 2p functions43 plus one
additional f function from the Turbomole library. In addition,
the “SpecialGrid” option was used to enhance the integra-
tion accuracy of Fe to 7.0. In both ADF and ORCA, solvent
effects were modeled with the COnductor-like Screening
MOdel (COSMO),44 using methanol as the solvent (dielectric
constant = 32.6).

All of the St = 0, 1/2, or 1 polynuclear complexes in this study
have high-spin metal sites and exhibit antiferromagnetic cou-
pling. Therefore, spin-unrestricted broken symmetry DFT was
used to describe the electronic structure of these systems.45 This
approach constructs a wave function such that the spin-up (R)
electron density occupies a different spatial region than the spin-
down (β) electron density. In practice, this is achieved by first
constructing a high-spin ferromagnetically coupled state and
then exchanging theR and β electron densities of the appropriate
iron atoms. Reconverging the wave function then produces the
desired antiferromagnetically coupled state.

In some cases, we were not able to converge the geometry of a
given species to sufficient accuracy with the B3LYP and B3LYP*
exchange-correlation functionals. Consequently, in such cases,
we used OLYP geometries for the B3LYP and B3LYP* STO-
TZP COSMO single-point energy calculations for the following
complexes: [Fe2S2(S2-o-xyl)2]

2�, [Fe4S4(SCH2CO2Et)4]
2�,

[Fe4S4(SPh)4]
2�, and [Fe2(NO)2(Et-HPTB)(O2CPh)]

2+. In
addition, we used an OLYP/STO-TZP COSMO geometry for
the B3LYP/STO-TZP COSMO single-point energy calculation

for [Fe4S4(SPh)2Cl2]
2�. Finally, a B3LYP*/TZVP COSMO

geometry was used for the B3LYP/CP(PPP)-TZVP COSMO
single-point energy calculation for [Fe2(NO)2(Et-HPTB)-
(O2CPh)]

2+.
As previously noted, M€ossbauer ISs are proportional to the

s-electron density at the nucleus, F(0). This quantity is often
calculated directly at the nucleus. However, the latest ADF codes
(2009 and 2010) calculate the Fe electron density at points on a
small spherical surface around the center of the nucleus, where
the average electron density over these points is reported.38,39

This spherical surface method better represents the under-
lying physics of the isomer shift phenomena. Upon γ-ray
absorption, the 57Fe radius changes between the ground and
excited states, and the isomer shift is due to the contact
interaction of the electron density with the thin spherical shell
between these radii. An additional appeal of this approach is to
prohibit the four-component Dirac�Fock electron density from
becoming infinite in the limit of a large enough basis set at a point
charge nucleus during relativistic calculations. The use of a small
sphere surrounding the nucleus circumvents this issue because
the relativistic electron density remains finite there. Further, if a
proper finite-sized nucleus is used, then the relativistic density
will remain finite even at the center of the nucleus. In any event,
these differences in approach led us to assess how the M€ossbauer
calibration parameters were affected, since it is valuable to have
available in the literature calibration parameters that can be
applied to standard output from software packages. To evaluate

Table 1. Details of the Iron Complexes Examined in This Study

complex structurea pt gr. St Fe oxidation temp. (K) δexp (mm s�1) |ΔEQ|exp (mm s�1) refb

[Fe(SEt)4]
� CANDAW10 C1 5/2 Fe3+ 4.2 0.25 0.62 52, 53

[FeS4C8O4]
2� PTSQFE10 C1 2 Fe2+ 4.2 0.668 3.97 54

[Fe(SPh)4]
2� PTHPFE10 C1 2 Fe2+ 4.2 0.66 3.24 54

[Fe(H2O)5(NO)]
2+ C1 3/2 {FeNO}7 80 0.76 2.10 55

[Fe(NO)(dtci-Pr2)2]
c PRCBFE C1 1/2 {FeNO}7 4.2 0.35 0.89 56, 57

[Fe(SPh)2(NO)2]
� SI C1 1/2 {Fe(NO)2}

9 4.2 0.182 0.692 58

[Fe(SC2H3N3)(SC2H2N3)(NO)2] EYABOV C1 1/2 {Fe(NO)2}
9 296 0.188 1.118 59, 60

[Fe2S2(S2-o-xyl)2]
2� XLDTSF Cs 0 2*Fe3+ 4.2 0.28 0.36 61�63

[Fe2S2(OPh-p-CH3)4]
2� GIBCUP Cs 0 2*Fe3+ 4.2 0.37 0.32 63

[Fe2S2(C4H4N)4]
2� CONSED10 C2v 0 2*Fe3+ 77 0.26 0.49 63

[Fe2(NO)2(Et-HPTB)(O2CPh)]
2+ d RABHAD C1 0 2*{FeNO}7 4.2 0.67 1.44 64

[Fe(NO)2{Fe(NO)(N(CH2CH2S)3)}-S,S’]
SI C1 1

{FeNO}7
77

0.37 1.15 65

{Fe(NO)2}
9 0.18 1.04

[Fe4S4(SPh)4]
2� FEMJAI02 C1 0 4*Fe2.5+ 4.2 0.46 1.07 66, 67

[Fe4S4(OPh)4]
2� CAPGAB C1 0 4*Fe2.5+ 4.2 0.50 1.21 68

[Fe4S4(SPh)2Cl2]
2� g

CIYKUQ C1 0
2*Fe2.5+�SPh

4.2
0.48 0.90 66

2*Fe2.5+�Cl 0.51 1.22

[Fe4S4(OPh)2Cl2]
2� g

CIYLAX C1 0
2*Fe2.5+�OPh

4.2
0.51 1.01 66

2*Fe2.5+�Cl 0.52 1.28

[Fe4S4Cl4]
2� NUSROI C2v 0 4*Fe2.5+ 4.2 0.52 1.09 66, 69

[Fe4S4(SCH2CO2Et)4]
2� CEQYAY C2 0 4*Fe2.5+ 78 0.43 0.81 70

[Fe4(NO)4(μ3-S)4]
e KOCBUZ C2v 0 4*{FeNO}7 78 0.15 1.473 71, 72

[Fe4(NO)4(μ3-S)4]
�

BIBMOO C2v 1/2
2*{FeNO}7.5

RTf
0.156 0.935 73

2*{FeNO}7 0.156 0.935
aCambridge ID or reference to cif file, SI = Supporting Information. bReferences for crystal structures and M€ossbauer parameters. c dtc =
dithiocarbamate. d Et-HPTB = N,N,N',N'-tetrakis-(N-ethyl-2-benzimidazolylmethyl)-2-hydroxy-1,3-diaminopropane. eOxidation state assignment
dependent upon the electronic state. fRT = room temperature, assumed to be 298 K. g Experimental values were assigned such that the smaller
isomer shift is assigned to the higher electron density.
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the Fe F(0) directly at the nucleus in ADF, we use our in-house
hyper200346 program in conjunction with ADF’s TAPE21, as in
our previous work. We note that by default ORCA also evaluates
F(0) at the nucleus.

Finally, the nuclear quadrupole moment of 57Fe is of interest
since ADF and ORCA use slightly different values (0.15 vs 0.16
electron-barns, respectively). Previously, our group had used
eQ = 0.15 electron-barn.47 For the current study, however, we use
eQ = 0.158 electron-barn, which is taken from recent nonrelati-
vistic quantum chemical calculations.22

’RESULTS AND DISCUSSION

a. Details of the Test Set. Table 1 provides a detailed
summary of the complexes used in this study, which follows
from our earlier work where the performance of the OLYP
exchange-correlation functional to calculate M€ossbauer param-
eters was assessed.11 The 12 non-nitrosyl (Fe�S) complexes of
this study include synthetic analogues of the [Fe(SR)4] center
bacterial rubredoxins, plant-like 2Fe�2S ferredoxins and Rieske
proteins, and the 4Fe�4S cubane centers in ferredoxins and
high-potential iron proteins (HiPIPs). The three mononuclear
Fe�S complexes are high-spin Fe centers, with an Stot of either
5/2 or 2. Table S1 in the Supporting Information shows the
Mulliken Fe spin populations of these species calculated at
various levels of theory. As is expected for these high-spin Fe3+

and Fe2+ centers, the magnitudes of these populations range
from ca. 3.4 to 3.9, with the Fe3+ centers possessing the larger
spin populations. All three of the 2Fe�2S complexes possess
high-spin S = 5/2 Fe3+ centers and are antiferromagnetically
coupled to give Stot = 0. An examination of the Mulliken Fe spin

populations (Table S1) confirms this, with their (absolute)
values ranging from ca. 3.3 to 3.9 for the broken-symmetry
states. Similarly, the 4Fe�4S complexes are antiferromagneti-
cally coupled to give Stot = 0, but here each Fe center is
considered to possess an oxidation state of +2.5, which may be
regarded as resulting from the pairwise interaction of Fe2+

ferromagnetically coupled to Fe3+ and associated electron delo-
calization. In these cases, the absolute values of the Fe spin
populations range from 2.9 to 3.7. For all of the complexes
studied, the hybrid density functionals B3LYP and B3LYP* give
higher Mulliken spin populations than do the OLYP, OPBE,
PW91, and BP86 density functionals. For the pure functionals,
we note that PW91 gives the lowest degree of localized spin on
the Fe centers, while OPBE gives the highest.
All eight iron�nitrosyl complexes within this study include

{FeNO}7 and/or {Fe(NO)2}
9 moieties. Table S2 (Supporting

Information) shows the Fe andNO ligandMulliken spin populations
of each FeNO unit. It can be seen that each unit exhibits oppositely
aligned Fe and NO spin populations. Four mononuclear {FeNO}7

and {Fe(NO)2}
9 iron�nitrosyl complexes were examined with

S = 3/2 or 1/2. The Fe spin population in the S = 3/2 [Fe(H2O)5-
(NO)]2+ complex ranges from 3.4 to 3.8. Here, the {FeNO}7 unit
may be described as a high-spin (S = 5/2) Fe3+ antiferromagnetically
coupled toNO� (S= 1).48 In contrast, the FeNOunits in [Fe(NO)-
(dtci-Pr2)2], [Fe(SPh)2(NO)2]

�, and [Fe(SC2H3N3)(SC2H2N3)
(NO)2] exhibit substantially lower Fe spin populations. For these
cases, the {FeNO}7 unit in [Fe(NO)(dtci-Pr2)2] can be described as
an intermediate-spin Fe3+ center (S=3/2) coupled to an S=1NO�,
while the S = 1/2 {Fe(NO)2}

9 units in [Fe(SPh)2(NO)2]
� and

[Fe(SC2H3N3)(SC2H2N3)(NO)2] may be described as high-spin
Fe3+ antiferromagnetically coupled to two NO� diradicals or as

Figure 1. Isomer shift fit based on eight Fe�NO and 12 Fe�S complexes (24 sites) calculated at the OLYP, OPBE, PW91, and BP86 levels of theory
using COSMO and the STO-TZP basis set. The Fe electron density is calculated directly at the nucleus (F(0)N, circles) and on a small sphere around the
center of the Fe nucleus (F(0)S, triangles).
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high-spin Fe1+ (S=3/2) coupled to twoNO• radicals. The interested
reader is referred elsewhere for the details of previous DFT calcula-
tions and associatedmolecular orbital arguments to explain the factors
that affect the FeNO angle.9,49�51

Two dinuclear nitrosyl complexes included in our study are
the diamagnetic bis-{FeNO}7 [Fe2(NO)2(Et-HPTB)(O2CPh)]

2+

and the paramagnetic S = 1 thiolate-bridged {FeNO}7�{Fe-
(NO)2}

9 complex [Fe(NO)2{Fe(NO)(N(CH2CH2S)3)}-S,S0].
The dinuclear S = 0 [Fe2(NO)2 (Et-HPTB)(O2CPh)]

2+ complex
contains oppositely aligned S = 3/2 {FeNO}7 units with (absolute)
spin populations of 3.2�3.8. The [Fe(NO)2{Fe(NO)(N(CH2-
CH2S)3)}-S,S0] complex may be viewed as an S = 3/2 {FeNO}7

unit antiferromagnetically coupled with an S = 1/2 {Fe(NO)2}
9

unit to give an S = 1 complex.
The neutral and reduced [Fe4(NO)4(μ3-S)4]

0/� complexes
possess 4Fe�4S cubane cores, as discussed above. Each iron�
NO in the neutral complex is a {FeNO}7 unit, while the reduced
form can be described as having two of the iron centers as
{FeNO}7 units and two as {FeNO}7.5 units. Further details
about all of the complexes studied in this work can be found in
our previous work.11

b. Isomer Shift. The experimental Fe isomer shifts (IS) used
in this study were obtained at temperatures ranging from 4.2 to
298 K. Increases in temperature will result in a lower isomer shift,
principally due to the second-order Doppler effect. Thus, to
enable a meaningful comparison with our calculated values, we
correct the experimental ISs to a common temperature of 4.2 K.
This correction is expected to be linear with the temperature74

and in the present work is taken to be 0.12mm s�1 over the range
4.2 to 300 K.
Figure 1 displays four of our universal IS fits based on cal-

culations of eight iron�nitrosyl (Fe�NO) and 12 non-nitrosyl
(Fe�S) complexes, comprising a total of 24 distinct iron sites.
For each level of theory, the Fe electron density is calculated both
at the nucleus, F(0)N, and on a small sphere surrounding the
nucleus, F(0)S. Generally, the linear regression analysis yields
near identical values forR but different values for C and A for the
two methods (cf. eq 1).
Figure 1a shows the results for calculations with the OLYP/

STO-TZPCOSMO level of theory. For F(0)N, the analysis yields
values of R =�0.323, C = 0.428, and A = 11877, while for F(0)S,
these values are R = �0.324, C = 0.594, and A = 11820. The r2

value for bothmethods is 0.92 with amean absolute error (MAE)
of 0.037 mm s�1. The complexes that exhibit the largest MAEs
are [Fe(SEt)4]

� (0.12 mm s�1) and [Fe2S2(OPh-p-CH3)4]
2�

(0.09 mm s�1). When these two complexes are removed from
the analysis, the total MAE is reduced to 0.029 mm s�1 and the r2

becomes 0.95. The corresponding linear regression values are
R = �0.322 and C = 0.603 for F(0)S and R = �0.321 and C =
0.437 for F(0)N (of course, the A values remain constant). As will
be shown below, [Fe(SEt)4]

� and [Fe2S2(OPh-p-CH3)4]
2�

emerge consistently as structures that exhibit the poorest com-
parisons with experiment for the OLYP, OPBE, PW91, and
BP86 functionals. Interestingly, inspection of their calculated
geometries does not reveal significant deviations from the
experimental structures.
Figure 1b shows our isomer shift fit based on OPBE/STO-

TZP COSMO calculations of all of the complexes in our test set.
In this case, the linear regression analysis for F(0)N yields values
of R =�0.286, C = 0.447, and A = 11877, while for F(0)S, these
values areR =�0.287, C = 0.594, and A = 11820. The r2 for both
methods is 0.89 with a MAE of 0.041 mm s�1, which is slightly

worse than is observed for OLYP. As found with OLYP, the
calculated isomer shifts of [Fe(SEt)4]

� and [Fe2S2(OPh-p-
CH3)4]

2� show the largest variations relative to experimental
results (0.14 and 0.11 mm s�1, respectively), and their removal
from the analysis improves the MAE and r2 appreciably. Speci-
fically, the MAE is reduced to 0.030 mm s�1 with an r2 of 0.94.
The linear regression parameters then become R = �0.287 and
C = 0.458 for F(0)N and R = �0.288 and C = 0.606 for F(0)S.
Figure 1c displays the results we obtain with our PW91/STO-

TZP COSMO calculations. Overall, PW91 yields a slightly worse
MAE (of 0.042 mm s�1) relative to experimental results for our
complete test set than is observed for either OLYP orOPBE. The
linear regression analysis for F(0)N yields values of R = �0.332,
C = 0.549, andA = 11874. These values areR=�0.334,C = 0.703,
and A = 11827 for F(0)S, with an r2 value of 0.89. [Fe(SEt)4]

�

and [Fe2S2(OPh-p-CH3)4]
2� again show the largest varia-

tions relative to experimental results (0.13 and 0.12 mm s�1,
respectively). Removing them from the analysis yields a MAE of
0.034 mm s�1 and an r2 of 0.94. We also observe slightly changed
linear regression values for F(0)N and F(0)S of R = �0.333 and
C = 0.561 and R = �0.335 and C = 0.715, respectively.
Interestingly, BP86 performs quite well in our universal

calibration analysis (Figure 1d), yielding a total MAE of 0.040
mm s�1 and an r2 of 0.91 for the test set, which places it second to
the best performing functional thus far (OLYP andMAE of 0.037
mm s�1 and r2 of 0.92). Calculation of the Fe electron density at
the nucleus, F(0)N, yields linear regression values ofR =�0.353,
C = 0.718, and A = 11889, while calculation of the density at
points on a small sphere around the center of the Fe nucleus,
F(0)S, gives values of R = �0.354, C = 0.869, and A = 11832.
Consistent with our previous findings, [Fe(SEt)4]

� and
[Fe2S2(OPh-p-CH3)4]

2� give the largest variations in calculated
δ relative to experimental results (0.11 mm s�1 for each). The
MAE improves to 0.033 mm s�1 when these two structures are
removed from the analysis, with an r2 of 0.95. The corresponding
linear regression values become R = �0.353 and C = 0.728 for
F(0)N and R = �0.354 and C = 0.879 for F(0)S.
In Figure S1 in the Supporting Information, we show

the universal calibration fitting results obtained with the
B3LYP/STO-TZP COSMO level of theory. Overall, we find a

Figure 2. Isomer shift fit based on 12 Fe�S (14 sites, triangles) and
eight Fe�NO (10 sites, circles) complexes calculated at the B3LYP/
STO-TZP COSMO level of theory with the Fe electron density
calculated directly at the nucleus (F(0)N).
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poor linear correlation of the calculated Fe electron density versus
the experimental IS for our test set as the linear regression analysis
gives an r2 value of 0.64 with a MAE of 0.086 mm s�1. This poor
performance is rather surprising since several other studies show
B3LYP to demonstrate excellent performance.22,25,26 This discre-
pancy appears to be both a consequence of the makeup of our test
set and the relatively poor geometries we obtain with this
functional for polynuclear Fe complexes (see below).
Previously, it was shown that grouping different oxida-

tion states of Fe will produce different IS calibration lines.24

Hopmann et al. recently observed slightly improved linear
regression parameters when the Fe�NO complexes of their test
set were determined separately.11 Specifically, the fit r2 value is
reported to change from 0.915 to 0.979, while the MAE
decreased from 0.039 to 0.029 mm s�1 for a test set that included
only Fe�NO complexes.
In this spirit, when our current test set is split into non-nitrosyl

(i.e., Fe�S) or iron�nitrosyl (i.e., Fe�NO) complexes, we
observe a very good correlation between the calculated F(0)N
and the experimental isomer shift for the Fe�NO complexes
with the B3LYP functional (Figure 2), but not for the Fe�S com-
plexes. Similar results for when the Fe electron density is cal-
culated on a small sphere around the center of the Fe nucleus can
be found in Figure S2 in the Supporting Information. For
completeness, we note also that Figures S3�S10 of the Support-
ing Information correspond to linear correlation plots for the
OLYP, OPBE, PW91, and BP86 levels of theory when the test set
is split into Fe�S and Fe�NO complexes.
When only the 12 Fe�S complexes are considered, which

include 14 distinct Fe sites, we obtain linear correlation param-
eters for F(0)N ofR =�0.278, C = 0.513, and A = 11880, with an
r2 value of 0.80 and a MAE of 0.045 mm s�1. The largest IS
outliers in this set correspond to the Fe�Cl and Fe�OPh sites in
[Fe4S4(OPh)2Cl2]

2�, with MAEs of 0.12 and 0.08 mm s�1,

respectively. It is interesting to note that when this complex is
removed from our analysis the r2 value improves greatly to 0.92.
Turning our attention to the eight Fe�NO complexes, we find

an r2 of 0.91; a MAE of 0.050 mm s�1; and linear correlation
parameters for F(0)N of R =�0.501, C = 0.393, and A = 11 880.
With a MAE of 0.13 mm s�1, the {FeNO}7 site in [Fe2(NO)2-
(Et-HPTB)(O2CPh)]

2+ is the largest outlier. We note that an
OLYP geometry was used for this structure because we were
unable to converge the B3LYP geometry to sufficient accuracy.
However, it is unlikely that this approximation is the primary
source of this error, since in many cases excellent agreement is
observed between our calculated OLYP structures and those
obtained from experimental results (see, e.g., Tables 2 and 3).
As found with our B3LYP calculations, B3LYP* performs

worse in predicting accurate ISs than OLYP, OPBE, PW91 or
BP86. Unlike B3LYP (Figure S1, Supporting Information),
however, B3LYP* is found to show reasonable performance over
the entire test set (Figure 3). The total MAE over the entire test
set is 0.053 mm s�1 with an r2 of 0.86. The linear regression
values for the calculation of ISs at this level of theory for F(0)N
are R =�0.401, C = 0.804, and A = 11876. When the Fe electron
density is calculated as F(0)S, the values are R = �0.402, C =
0.610, andA = 11 820. The Fe sites that yield the highestMAEs (of
0.10 mm s�1 each) relative to the experimental results for B3LYP*
include [Fe4S4(SCH2CO2Et)4]

2�, the {FeNO}7.5 fragment of
[Fe4(NO)4(μ3-S)4]

�, and the Fe�SPh sites in [Fe4S4(SPh)2-
Cl2]

2�. Interestingly, the poor performance of OLYP, OPBE,
PW91, and BP86 in predicting accurate isomer shifts for
[Fe(SEt)4]

� and [Fe2S2(OPh-p-CH3)4]
2� is not found with

B3LYP* (or B3LYP for that matter). In fact, two of the lowest
MAEs determined from these B3LYP* calculations are [Fe(SEt)4]

�

(0.02 mm s�1) and [Fe2S2(OPh-p-CH3)4]
2� (0.01 mm s�1).

Improved performance of B3LYP* is observed if our test set
is split into separate groupings of non-nitrosyl (Fe�S) and

Table 2. Comparison of Deviations from Experimental Results and Mean Absolute Deviations (MAD) of Selected Calculated
Average Bond Distances (Å) of the Fe4S4 Structures of This Study

a

exptl. OLYP OPBE PW91 BP86 B3LYP B3LYP* B3LYPb B3LYP*b

[Fe4S4(SPh)4]
2� Fe�Fe 2.736 �0.012 �0.075 �0.066 �0.052 n/ac n/ac +0.144 +0.147

Fe�S 2.286 +0.022 �0.017 �0.014 �0.007 +0.071 +0.075

[Fe4S4(OPh)4]
2� Fe�Fe 2.753 +0.017 �0.031 �0.051 �0.037 +0.205 +0.157 +0.150 +0.153

Fe�S 2.294 +0.028 �0.010 �0.008 �0.002 +0.076 +0.062 +0.071 +0.076

[Fe4S4(SPh)2Cl2]
2� Fe�Fe 2.745 +0.010 �0.071 �0.060 �0.043 n/ac +0.127 +0.155 +0.110

Fe�S 2.278 +0.029 �0.011 �0.007 �0.001 +0.066 +0.080 +0.033

[Fe4S4(OPh)2Cl2]
2� Fe�Fe 2.766 +0.005 �0.061 �0.060 �0.001 +0.206 +0.133 +0.159 +0.155

Fe�S 2.285 +0.028 �0.007 �0.005 +0.001 +0.084 +0.063 +0.079 +0.080

[Fe4S4Cl4]
2� Fe�Fe 2.700 +0.005 �0.072 �0.063 �0.049 +0.159 +0.114 +0.130 +0.126

Fe�S 2.289 +0.017 +0.017 �0.014 �0.009 +0.064 +0.051 +0.063 +0.066

[Fe4S4(SCH2CO2Et)4]
2� Fe�Fe 2.754 �0.008 �0.093 �0.084 �0.066 n/ac n/ac +0.116 +0.117

Fe�S 2.303 +0.018 �0.015 �0.015 �0.013 +0.098 +0.077

[Fe4(NO)4(μ3-S)4] Fe�Fe 2.651 �0.016 �0.097 �0.049 �0.045 +0.208 +0.131 +0.307 +0.298

Fe�S 2.217 �0.010 �0.064 �0.038 �0.034 +0.094 +0.069 +0.143 +0.145

[Fe4(NO)4(μ3-S)4]
� Fe�Fe 2.688 +0.015 �0.080 �0.039 �0.031 +0.208 +0.151 +0.232 +0.229

Fe�S 2.231 +0.008 �0.051 �0.032 �0.027 +0.107 +0.083 +0.127 +0.129

MAD (Fe�Fe) 0.011 0.073 0.059 0.041 0.197 0.136 0.174 0.167

MAD (Fe�S) 0.020 0.023 0.017 0.012 0.085 0.066 0.092 0.085
aCalculated values reported as deviations from experimental results. bCalculated with ORCA using COSMO in combination with a CP(PPP) basis set
on Fe and a TZVP basis set on the remaining atoms. cGeometry is not available at this level of theory. The OLYP/STO-TZP COSMO geometry is used
instead. See the Computational Methods section for details.
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iron�nitrosyl (Fe�NO) complexes. Figure 4 shows the results
when the Fe electron density is calculated at the nucleus, F(0)N;
see Figure S11 in the Supporting Information for the analogous
data for F(0)S. If only the 12 non-nitrosyl complexes are
considered, an r2 value of 0.90 and a MAE of just 0.034 mm s�1

is determined for B3LYP*. In this case, all of the complexes
exhibit very good MAEs of not more than 0.06 mm s�1. For the
eight iron�nitrosyl complexes, a MAE of 0.033 mm s�1 with an
r2 of 0.96 is found. Similar to our observations of B3LYP, the
largest outlier within the iron�nitrosyl test set is the {FeNO}7

site in [Fe2(NO)2(Et-HPTB)(O2CPh)]
2+, which here possesses

a MAE of 0.08 mm s�1.
We extended the scope of the B3LYP and B3LYP* calculations

through the use of basis sets derived from Gaussian-type orbitals

(GTOs, refer to the Computational Methods section for further
details). In this case, we find that B3LYP/CP(PPP)-TZVP and
B3LYP*/CP(PPP)-TZVP yield similar trends to our results
obtained with Slater-type orbitals. That is, B3LYP* performs
slightly better than B3LYP, but both methods show limitations in
providing good quality universal fit parameters. Indeed, a uni-
versal fit for B3LYP using GTOs gives an r2 of 0.69 and aMAE of
0.079 mm s�1. For B3LYP*, these quantities are 0.77 and 0.064
mm s�1, respectively. Clearly, the rather poor performance of
these two functionals over the entire test set appears to be
independent of the type of basis set used.
Figures S12 and S13 in the Supporting Information show the

calibration lines when we separate the non-nitrosyl (Fe�S) and
iron�nitrosyl (Fe�NO) complexes for our B3LYP and B3LYP*
calculations that use the CP(PPP)-TZVP basis set. The B3LYP

Table 3. Comparison of Deviations from Experimental Results of Selected Calculated Average Bond Distances (Å) and Angles
(deg) of Selected Mononuclear Fe Structures of This Studya

exptl. OLYP OPBE PW91 BP86 B3LYP B3LYP* B3LYPb B3LYP*b

[Fe(SEt)4]
� Fe�S 2.269 +0.061 +0.028 +0.029 +0.032 +0.052 +0.048 +0.055 +0.068

S�C 1.880 �0.033 �0.051 �0.029 �0.023 �0.026 �0.025 �0.017 �0.010

[Fe(SPh)4]
2� Fe�S 2.353 �0.012 �0.053 �0.053 �0.047 +0.046 +0.026 +0.046 +0.059

S�C 1.767 +0.006 �0.008 +0.011 +0.015 +0.021 +0.014 +0.021 +0.025

[FeS4C8O4]
2� Fe�S 2.389 +0.011 �0.030 �0.014 �0.007 +0.060 +0.045 +0.051 +0.063

S�C 1.688 +0.011 0.000 +0.014 +0.017 +0.016 +0.016 +0.027 +0.030

[Fe(NO)(dtci-Pr2)2] Fe�S 2.288 +0.016 �0.031 +0.006 +0.015 +0.056 +0.045 +0.060 +0.068

Fe�N 1.676 �0.008 �0.034 �0.017 �0.015 +0.083 +0.040 +0.083 +0.060

N�O 1.161 +0.032 +0.021 +0.033 +0.034 +0.027 +0.024 +0.018 +0.017

[Fe(SC2H3N3)(SC2H2N3)(NO)2] Fe�S 2.308 +0.039 �0.011 �0.010 �0.005 +0.084 +0.065 +0.081 +0.092

Fe�N 1.673 �0.002 �0.023 �0.012 �0.010 +0.083 +0.054 +0.085 +0.071

N�O 1.154 +0.028 +0.021 +0.029 +0.031 +0.023 +0.022 +0.016 +0.017

MAD (Fe�S) 0.028 0.030 0.022 0.021 0.060 0.048 0.058 0.070

MAD (S�C) 0.016 0.020 0.017 0.019 0.022 0.020 0.023 0.022

MAD (Fe�N) 0.006 0.027 0.016 0.015 0.082 0.047 0.083 0.066

MAD (N�O) 0.029 0.021 0.030 0.031 0.027 0.021 0.018 0.019
aCalculated values reported as deviations from experimental results. bCalculated with ORCA using COSMO in combination with a CP(PPP) basis set
on Fe and a TZVP basis set on the remaining atoms.

Figure 3. Isomer shift fit based on eight Fe�NO and 12 Fe�S
complexes (24 sites) calculated at the B3LYP*/STO-TZP COSMO
level of theory. The Fe electron density is calculated directly at the
nucleus (F(0)N, circles) and on a small sphere around the center of the
Fe nucleus (F(0)S, triangles).

Figure 4. Isomer shift fit based on 12 Fe�S complexes (14 sites,
triangles) and eight Fe�NO complexes (10 sites, circles) calculated at
the B3LYP*/STO-TZP COSMO level of theory with the Fe electron
density calculated directly at the nucleus (F(0)N).
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linear regression parameters for the Fe�S complexes are R =
�0.285, C = 0.641, and A = 11 816. Relative to universal fitting
parameters, the r2 value improves from 0.69 to 0.82 and theMAE
reduces from 0.079 to 0.044 mm s�1 when the Fe�S complexes
are considered separately. The largest outliers in this case are
[Fe4S4(SPh)2Cl2]

2� and [Fe4S4(OPh)2Cl2]
2�, with MAEs of

0.08 or 0.09mm s�1 for the Fe sites. The Fe�NOcomplexes give
calibration parameters ofR =�0.476, C = 0.614, and A = 11 816.
The MAE is 0.048 mm s�1, and the r2 value improves signifi-
cantly to 0.93. The largest outlier within the Fe�NO complex
test set (with a MAE of 0.09 mm s�1) is the {FeNO}7 site in
[Fe4(NO)4(μ3-S)4]

�.
Figure S13 (Supporting Information) shows results for our

B3LYP*/CP(PPP)-TZVP COSMO calculations. Here, the
B3LYP* calibration line for the iron�sulfur complexes yields
an r2 value of 0.84 and an overall MAE of 0.037 mm s�1. The
linear regression parameters are R =�0.326, C = 0.529, and A =
11 815. The largest outlier in this fit is for the Fe�SPh site in
[Fe4S4(SPh)2Cl2]

2�, which gives an MAE relative to the experi-
mental results of 0.12mm s�1. The Fe�NOcomplexes exhibit linear
regression parameters of R = �0.435, C = 0.428, and A = 11 815,
with an r2 of 0.93 and an overallMAE of 0.045mms�1. The largest
outliers within the Fe�NO complexes are for the {FeNO}7 sites
in [Fe4(NO)4(μ3-S)4] as well as [Fe2(NO)2(Et-HPTB)(O2C-
Ph)]2+, which each possess MAEs of 0.08 mm s�1.
Overall, we note that regardless of the type of basis set used,

B3LYP and B3LYP* give structures that deviate more from the
experimental results than is observed with structures calculated
with the OLYP, OPBE, PW91, and BP86 functionals (Tables 2,
3, and 4). This is especially true for the Fe�Fe distances in the
4Fe�4S polynuclear complexes of our test set, where we observe
mean absolute deviations of 0.136�0.197 Å for B3LYP and
B3LYP* relative to the experimental structures (Table 2). In
contrast, the Fe�Fe distances calculated with OLYP, OPBE,
PW91, and BP86 deviate from experiment no more than 0.1 Å
and possess MADs from 0.011 to 0.073 Å. Likewise, B3LYP and
B3LYP* also overestimate the Fe�S bond distances, with MADs

ranging from 0.066 to 0.092 Å, which are significantly larger than
the MADs observed for the other functionals (0.012 to 0.023 Å,
Table 2).
The relatively poor performance of B3LYP and B3LYP* in

predicting accurate geometries is also evident in the mono- and
dinuclear Fe complexes. For example, Table 3 shows the Fe�S
bond distances in the mononuclear Fe complexes to deviate from
experimental results slightly more for these hybrid density
functionals (MADs ranging from 0.048 to 0.070 Å) than for
OLYP (MAD of 0.028 Å), OPBE (MAD of 0.030 Å), PW91
(MAD of 0.022 Å), and BP86 (MAD of 0.021 Å). Similar
behavior is observed for the Fe�N bond distances. However,
for both the S�C and the N�O distances in the mononuclear
complexes, all of the functionals tend to perform with compar-
able accuracy.
For the four dinuclear Fe complexes in Table 4, we note the

very large MADs for the Fe�Fe distance for B3LYP and B3LYP*
(ranging from 0.122 to 0.173 Å) compared with the other
functionals (MADs ranging from 0.022 to 0.051 Å). Further,
we also observe large MADs from experimental results for the
Fe�S distances (ranging from 0.060 to 0.080 Å), as well as for
the Fe�S�Fe bridge angle (ranging from 2.5� to 3.6�) for the
B3LYP and B3LYP* functionals. These relatively largeMADs are
not observed with the results obtained with OLYP, OPBE,
PW91, or BP86 (Table 4). The observation that pure functionals
give geometries in better agreement with experimental results
than hybrid functionals like UB3LYP has also been found for
a series of iron�nitrosyl complexes, including Roussin’s red
and black salts.16 Further, significant variations in Fe�NO
spin densities calculated with different exchange-correlation
functionals were observed.12,15,16,75,76

The possible role of dispersion to correct the geometries
obtained with B3LYP (and B3LYP*) has been examined by
calculating a representative set of structures from our test set
with the B3LYP-D functional, which includes a dispersion
correction.77 Table 5 reports the deviations from the experi-
mental structures for four mononuclear Fe complexes, two

Table 4. Comparison of Deviations from Experimental Results of Selected Calculated Average Bond Distances (Å) and Angles
(deg) of Selected Dinuclear Fe Structures of This Studya

exptl. OLYP OPBE PW91 BP86 B3LYP B3LYP* B3LYPb B3LYP*b

[Fe2S2(S2-o-xyl)2]
2� Fe�Fe 2.698 +0.018 �0.032 �0.021 �0.006 n/ac n/ac +0.143 +0.142

Fe�S 2.257 +0.026 �0.008 �0.002 +0.004 +0.049 +0.058

Fe�S�Fe 75.3 �0.4 �0.8 �0.6 �0.4 +2.1 +1.9

[Fe2S2(OPh-p-CH3)4]
2� Fe�Fe 2.749 +0.049 +0.011 �0.032 �0.027 +0.172 +0.122 +0.126 +0.125

Fe�S 2.223 +0.031 +0.004 +0.001 +0.004 +0.068 +0.058 +0.061 +0.064

Fe�S�Fe 76.4 +0.4 +0.2 �1.1 �1.0 +2.8 +1.7 +1.6 +1.5

[Fe2S2(C4H4N)4]
2� Fe�Fe 2.677 +0.086 +0.030 �0.003 +0.016 +0.177 +0.142 +0.163 +0.167

Fe�S 2.191 +0.037 +0.007 +0.006 +0.012 +0.068 +0.057 +0.071 +0.074

Fe�S�Fe 75.1 +1.5 +0.9 �0.1 +0.3 +3.3 +2.6 +2.7 +2.7

[Fe(NO)2{Fe(NO) (N(CH2CH2S)3)}-S,S’] Fe�Fe 2.766 +0.051 �0.055 �0.049 �0.037 +0.282 +0.224 +0.254 +0.257

Fe�S 2.297 +0.029 �0.025 �0.022 �0.013 +0.103 +0.084 +0.099 +0.105

Fe�S�Fe 73.4 +0.6 �0.6 �0.6 �0.5 +4.7 +3.7 +3.9 +3.8

MAD (Fe�Fe) 0.051 0.032 0.026 0.022 0.158 0.122 0.172 0.173

MAD (Fe�S) 0.031 0.011 0.008 0.008 0.080 0.066 0.070 0.075

MAD (Fe�S�Fe) 0.7 0.6 0.6 0.6 3.6 2.7 2.6 2.5
aCalculated values reported as deviations from experimental results. bCalculated with ORCA using COSMO in combination with a CP(PPP) basis set
on Fe and a TZVP basis set on the remaining atoms. cGeometry is not available at this level of theory. The OLYP/STO-TZP COSMO geometry is used
instead. See the Computational Methods section for details.
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dinuclear Fe complexes, and three tetranuclear Fe complexes. In
general, B3LYP-D reduces the deviations from experimental
results for the mono- and dinuclear complexes relative to
structures obtained with B3LYP. However, the geometries
obtained with B3LYP-D for the tetranuclear complexes show
even larger deviations than we observe for geometries calculated
with B3LYP. Also, reproduced in Table 5 are the deviations from
experimental results for the geometries calculated with the OLYP
functional, which show OLYP’s rather good performance across
all types of Fe complexes.
It is also instructive to consider spin expectation values of

our complexes and the possible role of spin contamination
and its effect on the calculated geometries. Spin contamina-
tion arises from the mixing of higher spin states into a given
wave function. Previously, it has been shown that broken
symmetry (BS) state geometries exhibit longer Mn�Mn
and Fe�Fe distances in [Mn(III)2(μ-O)3(NH3)6]

2� and
[Fe2S2(SCH3)4]

2� than their spin-projected S = 0 ground
state geometries.78 Similar results have also been found for
the Cr dimer.79 It is therefore reasonable to conceive that spin
contamination may adversely affect the geometries of the Fe
complexes of this study.
Table 6 reports the pure spin-state expectation values, the

broken-symmetry (BS) spin-state expectation values in the
weak-coupling (WC) limit, and the BS spin-state expectation
values of our complexes calculated at various levels of theory.
For the iron�nitrosyl complexes, we assume that the coupling
within the Fe�NO unit is strong, such that it can be described
as being essentially covalent. The pure spin-state values are
obtained in the usual way via the relation S(S + 1), where S is the

total spin. The calculated BS values are obtained using eq 380

or 481

ÆŜ2æBS ¼ NR �Nβ

2

 !
NR �Nβ

2
þ 1

 !

þ Nβ � ∑
N

i
∑
N

j
jSRβij j2 ð3Þ

ÆŜ2æBSðcotÞ ¼
NR �Nβ

2

 !
NR �Nβ

2
þ 1

 !

þ Nβ � ∑
i
nRi n

β
i j~SRβii j2 ð4Þ

where NR and Nβ are the number of spin-up and spin-down
electrons, respectively, Sij are the overlap integrals, and ni

R and
ni
β are the spin�orbital occupation numbers. Equation 3 is the

standard method used to determine expectation values from
an unrestricted single-determinant wave function,80 while eq 4
pertains to the magnetic orbital pairs (with overlap squared
|Sii

Rβ|2) obtained via the corresponding orbital transformation
(cot).81 Further, NR and Nβ can be defined as

NR ¼ NR
W þ ND Nβ ¼ Nβ

W þ ND ð5Þ
where NW

R and NW
β are the number of (W for weakly coupled)

spin-up and spin-down electrons in singly occupied orbitals,
respectively, and 2ND is the total number of electrons in doubly
occupied orbitals. The contributions from the singly and doubly

Table 5. Comparison of Deviations from Experiment of Selected Calculated Average Bond Distances (Å) and Angles (deg) of
Selected Mono- and Polynuclear Fe Structures of This Studya

OLYP B3LYP B3LYP-D experiment

[Fe(SEt)4]
� Fe�S +0.061 +0.052 +0.042 2.269

S�C �0.033 �0.026 �0.028 1.880

[FeS4C8O4]
2� Fe�S +0.011 +0.060 +0.055 2.389

S�C +0.011 +0.016 +0.018 1.688

[Fe(NO)(dtci-Pr2)2] Fe�S +0.016 +0.056 +0.054 2.288

Fe�N �0.008 +0.083 +0.081 1.676

N�O +0.032 +0.027 +0.026 1.161

[Fe(SC2H3N3)(SC2H2N3)(NO)2] Fe�S +0.039 +0.084 +0.068 2.308

Fe�N �0.002 +0.083 +0.079 1.673

N�O +0.028 +0.023 +0.023 1.154

[Fe2S2(C4H4N)4]
2� Fe�Fe +0.086 +0.177 +0.157 2.677

Fe�S +0.037 +0.068 +0.063 2.191

Fe�S�Fe +1.5 +3.3 +2.8 75.1

[Fe(NO)2{Fe(NO) (N(CH2CH2S)3)}-S,S’] Fe�Fe +0.051 +0.282 +0.269 2.766

Fe�S +0.029 +0.103 +0.095 2.297

Fe�S�Fe +0.6 +4.7 +4.7 73.4

[Fe4S4Cl4]
2� Fe�Fe +0.005 +0.159 +0.216 2.700

Fe�S +0.017 +0.064 +0.070 2.289

[Fe4(NO)4(μ3-S)4] Fe�Fe �0.016 +0.208 +0.245 2.651

Fe�S �0.010 +0.094 +0.101 2.217

[Fe4(NO)4(μ3-S)4]
� Fe�Fe +0.015 +0.208 +0.255 2.688

Fe�S +0.008 +0.107 +0.112 2.231
aOLYP, B3LYP, and B3LYP-D values use the STO-TZP basis set with a COSMO representation of the solvent. See the Computational Methods for
further details.
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occupied orbitals can be written explicitly as

ÆŜ2æBS ¼ NR �Nβ

2

 !
NR �Nβ

2
þ 1

 !

þ Nβ � ∑
i
niDj~SiiDj2 � ∑

i
niW j~SiiW j2 ð6Þ

where |~SiiD|
2 are the corresponding orbital overlaps squared

close to 1 (near double occupancy) and |~SiiW|
2 are the corre-

sponding orbital overlaps squared near 0 (weakly coupled).
Substituting eq 5 into 6 gives

ÆŜ2æBS ¼ NR
W �Nβ

W

2

 !
NR
W �Nβ

W

2
þ 1

 !
þ Nβ

W

þ ½ND � ∑
i
niDð~SiiDÞ2� � ∑

i
niWð~SiiWÞ2 ð7Þ

In the weak-coupling limit, the contribution from doubly
occupied orbitals in eq 7 is neglected since the third term (in
the square brackets) is small and positive and the fourth term is
small and negative. In an analogous way, for a system comprised
of spin subsystems A and B that couple antiferromagnetically,
we can assume that the sites couple weakly to give the spin
expectation value as

ÆS2æWC
BS ¼ SmaxðSmax þ 1Þ � 4SASB

¼ ðSA � SBÞðSA � SB þ 1Þ þ 2SB ð8Þ

where Smax = SA + SB, SA = NW
R/2, and SB = NW

β/2. It is easily
seen that eq 8 corresponds precisely to the first two terms in
eq 7. The weak coupling limit approximation and its utility for
understanding spin states was described earlier.82,83

As can be seen in Table 6, the calculated BS values for different
exchange-correlation potentials (ÆS2æBSXC) do not always corre-
spond to the pure spin-state values (ÆS2æpure) or to the BS values
in the weak-coupling limit (ÆS2æBSWC). The three Fe�S mono-
nuclear complexes exhibit good agreement between the calcu-
lated and pure spin expectation values. Less agreement is
observed, however, between the calculated versus pure, ÆS2æpure,
or weak-coupling limit spin expectation values, ÆS2æBSWC, for the
four Fe�NO mononuclear complexes. With respect to ÆS2æBSWC,
these differences can be attributed to our assumption that the
Fe�NO unit is bonded covalently, but that it is comprised of
high-spin Fe3+ (S = 5/2) coupled antiferromagnetically with
NO� (S = 1) to give a site spin for Fe�NO of 3/2. Moreover, in
principle, several values of ÆS2æBSWC can be constructed, depending
on how the Fe�NO unit is described. One notable aspect of our
calculated S2 values is the different behaviors of the GGA versus
hybrid exchange-correlation functionals. Although all levels of
theory give values below ÆS2æBSWC for the mononuclear Fe com-
plexes, B3LYP and B3LYP* give values closer to the weak-coupling
limit. Similarly, B3LYP and B3LYP* predict higher values of S2

for the di- and tetranuclear Fe complexes. Structurally, this can
be understood in terms of the longer bond lengths obtained
with these functionals versus the GGA functionals (see, e.g.,
Tables 2�4). The calculated S2 values for the polynuclear Fe�NO

Table 6. Pure and Broken Symmetry Spin-State Expectation Values for the Iron Complexes Examined in This Studya

B3LYP B3LYP*

complex Fe oxidation ÆS2æpure ÆS2æBSWCb OLYP OPBE PW91 BP86 //B3LYP //OLYP //B3LYP* //OLYP

[Fe(SEt)4]
� Fe3+ 8.75 n/a 8.76 8.76 8.76 8.76 8.77 8.77 8.77 8.77

[FeS4C8O4]
2� Fe2+ 6.00 n/a 6.06 6.07 6.02 6.02 6.01 6.01 6.01 6.01

[Fe(SPh)4]
2� Fe2+ 6.00 n/a 6.03 6.03 6.02 6.02 6.02 6.00 6.02 6.02

[Fe(H2O)5(NO)]
2+ {FeNO}7 3.75 5.75 4.28 4.29 4.12 4.14 4.53 4.49 4.45 4.41

[Fe(NO)(dtci-Pr2)2] {FeNO}7 0.75 2.75 0.86 0.83 0.79 0.79 1.74 1.37 1.36 1.13

[Fe(SPh)2(NO)2]
� {Fe(NO)2}

9 0.75 4.75 1.02 0.95 0.82 0.83 2.65 2.07 2.12 1.67

[Fe(SC2H3N3) (SC2H2N3)(NO)2] {Fe(NO)2}
9 0.75 4.75 1.08 0.99 0.84 0.86 2.54 2.08 2.08 1.71

MAD (ÆS2æpure) 0.19 0.17 0.09 0.10 0.79 0.58 0.58 0.43

[Fe2S2(S2-o-xyl)2]
2� 2*Fe3+ 0.0 5.00 4.31 4.27 4.04 4.08 n/ac 4.65 n/ac 4.55

[Fe2S2(OPh-p-CH3)4]
2� 2*Fe3+ 0.0 5.00 4.47 4.45 4.21 4.22 4.80 4.74 4.72 4.67

[Fe2S2(C4H4N)4]
2� 2*Fe3+ 0.0 5.00 4.31 4.27 3.99 4.03 4.69 4.64 4.59 4.55

[Fe2(NO)2(Et-HPTB) (O2CPh)]
2+ 2*{FeNO}7 0.0 3.00 4.24 4.20 3.62 3.67 n/ac 4.90 n/ac 4.69

[Fe(NO)2{Fe(NO) (N(CH2CH2S)3)}-S,S’] {FeNO}7 {Fe(NO)2}
9 2.00 3.00 3.06 2.76 2.32 2.38 5.54 4.72 4.83 4.11

MAD (ÆS2æBSWC) 0.64 0.69 0.81 0.79 1.02 0.92 0.84 1.01

[Fe4S4(SPh)4]
2� 4*Fe2.5+ 0.0 9.00 7.26 7.02 6.23 6.36 n/ac 8.24 n/ac 7.99

[Fe4S4(OPh)4]
2� 4*Fe2.5+ 0.0 9.00 7.59 7.42 6.71 6.81 8.67 8.43 8.45 8.24

[Fe4S4(SPh)2Cl2]
2� 4*Fe2.5+ 0.0 9.00 7.35 7.11 6.37 6.47 8.47 8.28 8.29 8.05

[Fe4S4(OPh)2Cl2]
2� 4*Fe2.5+ 0.0 9.00 7.49 7.34 6.64 6.75 8.61 8.37 8.40 8.16

[Fe4S4Cl4]
2� 4*Fe2.5+ 0.0 9.00 7.43 7.26 6.58 6.67 8.56 8.31 8.32 8.09

[Fe4S4(SCH2CO2Et)4]
2� 4*Fe2.5+ 0.0 9.00 7.20 7.08 6.13 6.18 n/ac 8.21 n/ac 7.97

[Fe4(NO)4(μ3-S)4] 4*{FeNO}7 0.0 6.00 1.70 0.60 0.23 0.32 7.12 5.15 5.58 4.07

[Fe4(NO)4(μ3-S)4]
� 2*{FeNO}7.5 2*{FeNO}7 0.75 5.75 3.13 1.82 0.85 1.24 7.46 6.50 5.88 5.44

MAD (ÆS2æBSWC) 2.08 2.51 3.25 3.12 0.75 0.52 0.69 0.92
a See also the Supporting Information, Table S6, for the B3LYP and B3LYP* values using ORCA in combination with a CP(PPP) basis set on Fe and a TZVP
basis set on the remaining atoms. bFor the mononuclear Fe complexes, the expectation value of S2 is for the unrestricted, rather than broken symmetry, state.
WC refers to weak-coupling limit. cThe OLYP/STO-TZP COSMO geometry is used instead. See the Computational Methods section for details.
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complexes demonstrate remarkable variability versus ÆS2æBSWC,
which highlights their challenging electronic structure. In addition
to the strong coupling that we assume in the Fe�NO units, the
coupling between the Fe�NO units in the polynuclear complexes
is often strong, as observed elsewhere,11,12 which leads to a
breakdown in the weak-coupling limit approximation.
Given the rather poor geometries obtained in the present

study with B3LYP and B3LYP*, it is possible that spin-projection
techniques would give structures in closer agreement to experi-
mental results, as observed elsewhere.78,79 However, since we
find that geometries obtained with OLYP/STO-TZP are in very
good agreement with experimental structures (see, e.g., Table 2),
we examined the effect of calculating B3LYP and B3LYP* linear

correlation fits and calculated M€ossbauer properties using OLYP
geometries (denoted B3LYP//OLYP and B3LYP*//OLYP,
respectively). It is quite possible that similar results would be
obtained with Gaussian-type orbitals, subject to OLYP with a
GTO basis set providing accurate geometries.
Figure 5 shows that the data obtained with B3LYP//OLYP are

quite an improvement over the calibration fits acquired using
B3LYP geometries (Figure S1, Supporting Information). That is,
fits derived using the entire test set improve the r2 from 0.64 to
0.95, and the MAE decreases from 0.086 to 0.031 mm s�1.
Universal fit parameters for B3LYP//OLYP are R =�0.331, C =
0.705, and A = 11823 when the Fe electron density is calculated
on a small sphere surrounding the nucleus (F(0)S) and R =
�0.330,C = 0.541, andA = 11880 when the Fe electron density is
calculated at the nucleus (F(0)N, Table 4). The largest outlier is
for [Fe(SEt)4]

�, which possesses a MAE of 0.07 mm s�1. It is
interesting to note that the fits derived from B3LYP//OLYP
calculations are of superior quality to those obtained with OLYP
alone. Indeed, the r2 and MAE for B3LYP//OLYP (0.95 and
0.031 mm s�1, respectively) reflect a slightly improved perfor-
mance over OLYP (0.92 and 0.037 mm s�1).
Similar findings occur for fits derived from B3LYP*//OLYP

calculations compared with those using B3LYP* geometries
(Figure 3 and Figure S16, Supporting Information). In this case,
the r2 improves from 0.86 to 0.95 and the MAE decreases from
0.053 mm s�1 to 0.032 mm s�1 when OLYP geometries are used
instead of those calculated with B3LYP*. As found for B3LYP//
OLYP, the largest outlier is for [Fe(SEt)4]

�, which in this case
possesses a MAE of 0.08 mm s�1. Table 7 and Figure S16 of the
Supporting Information provide the universal fit parameters and
plot for this level of theory.
Grouping the test set into non-nitrosyl (Fe�S) and iron�

nitrosyl (Fe�NO) complexes gives results similar to what we
have seen previously (Table 5). Using OLYP geometries instead
of B3LYP improves the r2 from 0.80 to 0.92 and decreases the

Figure 5. Isomer shift fit based on eight Fe�NO and 12 Fe�S com-
plexes (24 sites) calculated at the B3LYP/STO-TZP//OLYP/STO-
TZP COSMO level of theory. The Fe electron density is calculated
directly at the nucleus (F(0)N, circles) and on a small sphere around the
center of the Fe nucleus (F(0)S, triangles).

Table 7. Universal Fit Parameters for the Calculation of 57Fe Isomer Shiftsa

functional method to calculate F(0)b R C A r2 MAE (mm s�1)

OLYP S �0.324 0.594 11820
0.92 0.037

N �0.323 0.428 11877

OPBE S �0.287 0.594 11820
0.89 0.041

N �0.286 0.447 11877

PW91 S �0.334 0.703 11827
0.89 0.042

N �0.332 0.549 11884

BP86 S �0.354 0.869 11832
0.91 0.040

N �0.353 0.718 11889

B3LYP S �0.340 0.633 11823
0.64 0.086

N �0.338 0.465 11880

B3LYP//OLYP S �0.331 0.705 11823
0.95 0.031

N �0.330 0.541 11880

B3LYP* S �0.403 0.609 11820
0.86 0.053

N �0.401 0.804 11876

B3LYP*//OLYP S �0.337 0.633 11820
0.95 0.032

N �0.335 0.796 11876

B3LYP*c N �0.374 0.489 11815 0.77 0.064

B3LYPc N �0.347 0.623 11816 0.69 0.079
aUsing COSMO in combination with a STO-TZP basis set unless otherwise indicated. bThe S serves to indicate that the Fe electron density has been
calculated on a small sphere around the center of the Fe nucleus, while the N indicates that the density has been calculated at the Fe nucleus. cUsing
COSMO in combination with the CP(PPP) basis set for Fe and the TZVP basis set for the remaining elements.
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MAE from 0.045 mm s�1 to 0.028 mm s�1 for the Fe�S
complexes. For the Fe�NO complexes, the r2 improves from
0.91 to 0.97 and the MAE decreases from 0.045 mm s�1 to 0.030
mm s�1. The largest IS outliers for the Fe�S and Fe�NO
complexes, each with MAEs of 0.06 mm s�1, correspond to the
Fe�SPh site in [Fe4S4(SPh)2Cl2]

2� and the {FeNO}7.5 site in
[Fe4(NO)4(μ3-S)4]

� and [Fe2S2(OPh-p-CH3)4]
2�.

For the B3LYP*//OLYP calculations of the Fe�S complexes,
the r2 improves from 0.90 to 0.92 and the MAE decreases from
0.034 mm s�1 to 0.027 mm s�1. The largest outlier in this group is
[Fe2S2(OPh-p-CH3)4]

2�, which possesses aMAE of 0.07mm s�1.
For the Fe�NO complexes, the r2 improves slightly from 0.96 to
0.97 and theMAE decreases from 0.033mm s�1 to 0.028mm s�1

with B3LYP*//OLYP. The largest outlier in this case is for the
{FeNO}7 and {FeNO}7.5 sites in [Fe4(NO)4(μ3-S)4]

� (MAEs
of 0.05 mm s�1).

In Tables 7 and 8, we summarize the linear regression fitting
parameters obtained in this study. Table 7 provides universal fit
parameters derived from all 20 structures within our test set and
Table S3 of the Supporting Information gives the calculated
isomer shifts for these complexes using these universal fitting
parameters. Overall, the OLYP, OPBE, PW91, and BP86 func-
tionals perform very well, with the hybrid method B3LYP*
performing slightly worse, and B3LYP performing worse still.
However, the use of OLYP geometries to calculate B3LYP and
B3LYP* isomer shift parameters significantly improves the correla-
tion analysis. In addition, the performance of B3LYP and B3LYP*
increases substantially when the non-nitrosyl (Fe�S) and iron�
nitrosyl (Fe�NO) compounds of our test set are grouped separately
(Table 8). Indeed, when separate calibration lines are generated for
the non-nitrosyl (Fe�S) and iron�nitrosyl (Fe�NO) complexes,
very good to excellent performance is observed for all levels of theory.

Table 8. Fit Parameters for the Calculation of 57Fe Isomer Shiftsa

functional fit type method to calculate F(0)b R C A r2 MAE (mm s�1)

OLYP

Fe�S
S �0.465 0.652 11820

0.88 0.031
N �0.463 0.413 11877

Fe�NO
S �0.295 0.572 11820

0.98 0.024
N �0.294 0.421 11877

OPBE

Fe�S
S �0.461 0.670 11820

0.83 0.037
N �0.459 0.433 11877

Fe�NO
S �0.263 0.577 11820

0.98 0.020
N �0.262 0.442 11877

PW91

Fe�S
S �0.485 0.787 11827

0.84 0.041
N �0.482 0.564 11884

Fe�NO
S �0.329 0.722 11827

0.98 0.027
N �0.328 0.570 11884

BP86

Fe�S
S �0.495 1.012 11832

0.86 0.038
N �0.492 0.800 11889

Fe�NO
S �0.343 0.871 11832

0.98 0.027
N �0.342 0.725 11889

B3LYP

Fe�S
S �0.279 0.651 11823

0.80 0.045
N �0.278 0.513 11880

Fe�NO
S �0.503 0.642 11823

0.91 0.050
N �0.501 0.393 11880

B3LYP//OLYP

Fe�S
S �0.372 0.737 11823

0.92 0.028
N �0.370 0.553 11880

Fe�NO
S �0.314 0.685 11823

0.97 0.030
N �0.313 0.529 11880

B3LYP*

Fe�S
S �0.346 0.620 11820

0.90 0.034
N �0.344 0.787 11876

Fe�NO
S �0.441 0.577 11820

0.96 0.033
N �0.439 0.791 11876

B3LYP*//OLYP

Fe�S
S �0.407 0.668 11820

0.92 0.027
N �0.405 0.864 11876

Fe�NO
S �0.316 0.618 11820

0.97 0.028
N �0.315 0.771 11876

B3LYPc
Fe�S N �0.285 0.641

11816
0.82 0.044

Fe�NO �0.476 0.614 0.93 0.048

B3LYP*c
Fe�S N �0.326 0.529

11815
0.84 0.037

Fe�NO �0.435 0.428 0.93 0.045
aUsing COSMO in combination with a STO-TZP basis set unless otherwise indicated. bThe S serves to indicate that the Fe electron density has been
calculated on a small sphere around the center of the Fe nucleus, while the N indicates the density has been calculated at the Fe nucleus. cUsing COSMO
in combination with the CP(PPP) basis set for Fe and the TZVP basis set for the remaining elements.
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This behavior is reminiscent of earlier observations that different Fe
oxidation states yield distinct IS calibration lines.11,24,26 In the present
case, the separate grouping appears to be very important when
B3LYP* and B3YLP geometries are used. A defining feature of
the separate calibration analysis for all levels of theory is the
excellent linear correlation of experimental ISs and the calculated
Fe nuclear density for the Fe�NO complexes (r2 = 0.91�0.98),
with slightly worse correlation for the non-nitrosyl Fe�S com-
pounds (r2 = 0.80�0.92).

Good correspondence between the fit parameters determined
here and those determined previously by our group has been
found. Using an identical test set to the one used here, universal
fit parameters for the OLYP functional (with COSMO) were
determined to be R =�0.315 and C = 0.432, with an r2 of 0.915
and a MAE of 0.039 mm s�1 when the Fe electron density is
calculated at the nucleus.11 Fit parameters for Fe�NO complexes
onlywere found to beR=�0.290 andC= 0.426, with an r2 of 0.979
and a MAE of 0.029 mm s�1. Both sets of these universal and
Fe�NO fit parameters compare extremely well with those deter-
mined herein with the OLYP functional (Tables 7 and 8). In
addition, earlier M€ossbauer isomer fitting procedures on a test set
comprised of 19 Fe2.5+,3+,3.5+,4+ complexes (with 30Fe sites) yield fit
parameters in good agreement with those determined here.23,24 For
example, fits derived from OLYP calculations give parameters R =
�0.307 and C = 0.385 with an r of �0.93, while fits derived from
OPBE calculations giveR =�0.312 andC = 0.373 (r =�0.94) and
fits derived from PW91 calculations giveR =�0.393 andC = 0.435
(r = �0.93). All of these earlier calculations determined the Fe
electron density directly at the nucleus.
c. Quadrupole Splittings. As noted in the Introduction,

quadrupole splitting (QS) arises from the interaction between
the electric quadrupole moment of the 57Fe nucleus and the
electric field gradient at its nucleus. Because very few of the signs
of the QSs within our test set have been determined experimen-
tally, we quote only their magnitude. Tables S4 and S5 in the
Supporting Information show our calculated values for the QS
and η values. When one experimental QS value is quoted for
polynuclear complexes, our calculated values were averaged over
equivalent Fe centers. Table S4 shows B3LYP*/STO-TZP to
yield the lowest mean absolute error (MAE) relative to experi-
mental results (0.19 mm s�1) for the calculation of QS param-
eters, followed by B3LYP*//OLYP (0.20 mm s�1) and B3LYP//
OLYP (0.21 mm s�1) with the STO-TZP basis set; B3LYP/
STO-TZP (0.26 mm s�1), B3LYP, and B3LYP* with the CP-
(PPP)-TZVP basis set (0.27mm s�1 each); andOPBE (0.28mm
s�1), OLYP (0.29 mm s�1), BP86 (0.30 mm s�1), and PW91
(0.30 mm s�1) with STO-TZP basis set. These calculated values
are prior to any linear fitting. See Table 1 for experimental |QS|
values. It is noteworthy that the hybrid DFT functionals tend to
perform better at calculating QS parameters than the pure
functionals examined here.
Next, we examined linear correlations between calculated and

observed QS absolute values based on the equation:

jQSðexpÞj ¼ RjQSðcalcÞj þ C ð3Þ

Universal fit parameters were obtained by linear regression of our
calculated QS parameters of 24 distinct Fe sites in the 20
complexes of our test set (Table 9). As we have done in our IS
calibration analysis, we also evaluated fit parameters for test sets
including non-nitrosyl (Fe�S) and iron�nitrosyl (Fe�NO)
complexes separately. Using r2 as a measure of the quality of
the calibration fit, most of the functionals perform very well,
especially BP86. For the universal fitting procedure, OLYP/
STO-TZP and B3LYP and B3LYP* with the CP(PPP)-TZVP
basis set give fits with the worst r2 values (0.82). Interestingly,
B3LYP//OLYP and B3LYP*//OLYP yield calibration fits sub-
stantially improved over the fit obtained from OLYP (with r2

values of 0.91 and 0.92, respectively).
The worst fits are obtained from the B3LYP and B3LYP*

calculations with the CP(PPP)-TZVP basis set for the Fe�NO

Table 9. Fit Parameters for the Calculation of 57Fe Quadru-
pole Splittingsa

functional fit type R C r2

OLYP universal 1.095 0.138 0.82

Fe�S 1.278 �0.030 0.89

Fe�NO 0.617 0.580 0.80

Fe�NOc 0.646 0.612 0.92

OPBE universal 1.088 0.161 0.83

Fe�S 1.299 �0.034 0.91

Fe�NO 0.613 0.593 0.88

Fe�NOc 0.597 0.645 0.91

PW91 universal 1.055 0.227 0.94

Fe�S 1.173 0.084 0.98

Fe�NO 0.663 0.603 0.89

Fe�NOc 0.651 0.641 0.92

BP86 universal 1.051 0.223 0.94

Fe�S 1.169 0.078 0.99

Fe�NO 0.664 0.599 0.91

Fe�NOc 0.646 0.646 0.93

B3LYP universal 0.808 0.137 0.89

Fe�S 0.825 0.074 0.91

Fe�NO 0.712 0.310 0.74

Fe�NOc 0.823 0.207 0.90

B3LYP//OLYP universal 0.849 0.131 0.91

Fe�S 0.890 0.076 0.95

Fe�NO 0.591 0.450 0.66

Fe�NOc 0.708 0.387 0.91

B3LYP* universal 0.875 0.115 0.93

Fe�S 0.909 0.020 0.96

Fe�NO 0.705 0.377 0.82

Fe�NOc 0.814 0.262 0.95

B3LYP*//OLYP universal 0.874 0.163 0.92

Fe�S 0.931 0.078 0.97

Fe�NO 0.577 0.519 0.69

Fe�NOc 0.675 0.484 0.92

B3LYPb universal 0.846 0.082 0.82

Fe�S 0.883 �0.031 0.86

Fe�NO 0.653 0.397 0.57

Fe�NOc 0.861 0.259 0.92

B3LYP*b universal 0.917 0.027 0.82

Fe�S 0.977 �0.122 0.86

Fe�NO 0.661 0.413 0.65

Fe�NOc 0.814 0.341 0.97
aUsing COSMO in combination with a STO-TZP basis set unless
otherwise indicated. bUsing COSMO in combination with the CP-
(PPP) basis set for Fe and the TZVP basis set for the remaining
elements. c Excluding [Fe4(NO)4(μ3-S)4]

�.
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complexes, with r2 values of 0.57 and 0.65, respectively (Table 9).
Though not as severe, the calibration fits for the Fe�NO
complexes derived from our B3LYP//OLYP and B3LYP*//
OLYP calculations give correlation coefficients of 0.66 and
0.69, respectively. The rather poor performance of B3LYP and
B3LYP* is also observed with the STO-TZP basis set (r2 values of
0.74 and 0.82, respectively). The largest outlier in these calcula-
tions is [Fe4(NO)4(μ3-S)4]

�, and its removal gives rather
impressive results. For instance, r2 improves from 0.57 to 0.92
for B3LYP/CP(PPP)-TZVP, from 0.65 to 0.97 for B3LYP*/
CP(PPP)-TZVP, from 0.66 to 0.91 for B3LYP//OLYP, and
from 0.69 to 0.92 for B3LYP*//OLYP (Table 9). Indeed, the
correlation coefficient is improved for every level of theory when
[Fe4(NO)4(μ3-S)4]

� is excluded.
Initially, we thought that the source of the rather poor results for

[Fe4(NO)4(μ3-S)4]
� may be a consequence of poorly calculated

geometries. For example, B3LYP and B3LYP* tend to overestimate
the average Fe�Fe bond distances by approximately 0.2 Å and the
average Fe�N bond distances by approximately 0.1 Å (Table 2).
Such deviations, however, are not observed in the geometries
optimized with OLYP, OPBE, PW91, or BP86, yet their calibration
fits are also improved upon the exclusion of [Fe4(NO)4(μ3-S)4]

�.
Therefore, while the geometry clearly plays a role in determining
accurate QSs, the inherent nature of the functional used to calculate
this property is also of great importance.

’CONCLUSIONS

Density functional theory calculations have been performed
on a test set of 20 compounds including nonheme nitrosyls
(Fe�NO) and non-nitrosyl (Fe�S) complexes to calibrate
M€ossbauer isomer shift (IS) and quadrupole splitting (QS)
parameters for general use. Fits to determine accurate ISs were
obtained by calculating the Fe electron density on a small sphere
surrounding its nucleus and directly at the nucleus using the
OLYP, OPBE, PW91, BP86, B3LYP, and B3LYP* functionals. In
addition, the latter two functionals were used in conjunction with
Slater-type orbitals and Gaussian-type orbitals. We find that the
methods of calculating the Fe electron density directly at or on a
small sphere surrounding the nucleus yield (near) identical
slopes from the linear regression analyses but are shifted with
respect to F(0) along the x axis.

Universal fit parameters for the calculation of 57Fe isomer
shifts obtained with the OLYP, OPBE, PW91, and BP86 func-
tionals are found to be of very good quality, while those obtained
with B3LYP and B3LYP* do not produce the same level of
accuracy. We attribute the inferior performance of B3LYP and
B3LYP* to poorly calculated geometries with these functionals.
This observation has potentially large consequences since
B3LYP, in particular, is used widely. Moreover, we note that
the largest discrepancies have been observed for the di- and
tetranuclear Fe complexes within our training set. Given these
findings, it is uncertain whether previously determined calibra-
tion fits for the prediction of M€ossbauer isomer shifts that have
included mostly mononuclear Fe complexes are appropriate for
the prediction of isomer shifts in polynuclear Fe complexes. The
inclusion of effects due to dispersion via the B3LYP-D functional
is found to slightly improve the geometries for some mono- and
dinuclear Fe complexes, but this functional performs worse than
B3LYP for the tetranuclear Fe complexes.

An examination of spin expectation values reveals that B3LYP
and B3LYP* approach the weak-coupling limit more closely than

the GGA exchange-correlation functionals, which can be under-
stood to arise from the longer bond lengths obtained with these
hybrid functionals. The Fe�NO complexes demonstrate large
variability in the calculated S2 values relative to ÆS2æBSWC, which is
probably a consequence of assuming that the Fe�NO units are
bound covalently though coupled antiferromagnetically. Further,
for the polynuclear complexes, the strong coupling between the
Fe�NOunits can lead to a breakdown in the weak-coupling limit
approximation, especially for the GGA functionals.

Interestingly, we find that the use of OLYP geometries for the
B3LYP and B3LYP* calculations with an STO-TZP basis set
(B3LYP//OLYP and B3LYP*//OLYP, respectively) significantly
improves the quality of the calibration fits, providing further evi-
dence that the structures obtained with B3LYP and B3LYP* for the
complexeswithin the test set are not reliable. Indeed, we findB3LYP
and B3LYP* to frequently overestimate the Fe�Fe and Fe�S
distances in the structures of our test set (Tables 2 and 3).

In addition, we have also determined isomer shift calibration
fits for test sets comprised of only Fe�NO or Fe�S complexes.
Every functional examined gives fits of very good quality, though
those determined for the Fe�S complexes tend to demonstrate
poorer correlations. As found with the universal fitting parameters,
we find that the calibration fits for B3LYP//OLYP and B3LYP*//
OLYP are superior to those determined using the B3LYP and
B3LYP* geometries. These data suggest that the composition of a
given test set can strongly influence the correlation between
experimental ISs and calculated Fe electron densities. This appears
to be especially true for B3LYP and B3LYP*.

Universal and separate Fe�NO and Fe�S fit parameters
obtained to determine QSs are found to be of good to excellent
quality for every density functional examined, especially if
[Fe4(NO)4(μ3-S)4]

� is removed from the test set.
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ABSTRACT:The aqueous solution of theNi2+ ion was investigated using a first principles molecular dynamics (FPMD) simulation
based on periodic density-functional theory (DFT) calculations. Statistical averages of the magnetic properties corresponding to the
triplet spin state of the ion, the hyperfine coupling, g and zero-field splitting tensors, as well as the resulting paramagnetic nuclear
magnetic resonance (pNMR) shielding terms were calculated using DFT from instantaneous simulation snapshots extracted from
the FPMD trajectory. We report comprehensive tests of the reliability of systematically selected DFT functionals for the properties.
The isotropic nuclear shielding of the 17O nuclei can be obtained with good predictive power. The accuracy of the calculated
1H shieldings is limited by the fact that the spin-density on the proton sites is not reproduced reliably with the tested functionals,
rendering the dominant Fermi contact isotropic shielding term less well-defined. On the other hand, the dominant spin-dipole term
of the shielding anisotropy, which gives a practically vanishing isotropic contribution, can be obtained with good reliability for both
the 1H and 17O nuclei. The anisotropic shielding tensor can be thus utilized reliably in the calculation of Curie-type paramagnetic
relaxation. We discuss the evolution of the pNMR properties through the first and second solvation shells of the ion, toward the bulk
solvent. The magnetic properties of the dominant, six-coordinated solution are compared to those of the metastable, 5-fold
coordinated intermediate occurring in the dissociative exchange process.

’ INTRODUCTION

A combined molecular dynamics (MD) simulation and mo-
lecular properties study provides insight into both static and
time-dependent molecular properties not obtainable by static
quantum-chemical models. By calculation of the molecular
properties along the MD trajectory, both the finite-temperature
effect as well as the influence of surrounding molecules (solvent)
can be realistically incorporated.1�9 Furthermore, properties directly
dependent on time such as themagnetic resonance relaxation can be
modeled with a greatly decreased number of assumptions.10 In order
to obtain results comparable with experiments, both the MD part as
well as the property calculation steps require generally state-of-the-art
methods, which usually results in time-consuming studies, thus
limiting their number.

As an example of first-principles calculation of nuclear mag-
netic resonance properties in aqueous systems, Schmidt et al.10

investigated the quadrupolar NMR relaxation of heavy water
using first-principles MD (FPMD) simulations, with the trajec-
tory generated with the forces calculated “on the fly” using
density-functional theory (DFT). There have only been a very
limited number of studies concerning aqueous solutions of para-
magnetic metal ions. Odelius et al.11 calculated the average
transient zero-field splitting (ZFS) along an empirical MD trajec-
tory of Ni2+ in water, using a preparameterized ZFS hypersurface
as a function of distortions from the idealized octahedral geometry.
They used the unrestricted Hartree�Fock/restricted configura-
tion interaction method to parametrize the ZFS hypersurface.
Recently, Gd3+ in water was modeled by FPMD for the calcula-
tion of nuclear quadrupole12 and hyperfine coupling constants
(HFCs).13 Gd3+ in water has also been modeled using empirical

MD and combined with an electron spin resonance (ESR) relaxa-
tion study.14

The hydrated Ni2+ ion is a prototypical system for pNMR
studies, which has been addressed in a wide range of investi-
gations.11,15�20 Detailed understanding of paramagnetic relaxa-
tion enhancement (PRE) in such a model system would provide
a link toward calculations of magnetic resonance imaging (MRI)
contrast agents21 as well as applications in structural biology.22

To predict complicated phenomena such as NMR relaxation
solely by calculation, it is crucial to be able to validate and
recognize the impact of the many approximations that are
necessary. In this work, we report an extensive computational
study of the ESR and pNMR parameters of the Ni2+ ion in
aqueous solution, using combined FPMD simulation and quan-
tum-chemical calculations of simulation snapshots. A study of the
structure and dynamics of the same system is reported
separately.23 The knowledge of the time evolution of these
parameters is necessary for proceeding to dynamic NMR proper-
ties, which are experimentally manifested in NMR relaxation.24

Comprehensive results of selected interactions such as transient
ZFS and the g tensor for the triplet (S= 1) state system, and also a
detailed breakdown of the theoretical25 contributions to the
average pNMR shielding of water nuclei, is presented both for
static six- as well as five-coordinated Ni(H2O)n

2+ (n = 5, 6)
structures and the first and second solvation shells (FSS and SSS)
of the dynamical FPMD trajectory. The two coordination cases
represent the prevailing situations in the solution as well as the

Received: May 18, 2011
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fleeing intermediate occurring in the dissociative exchange
reaction in the FSS,23 respectively. We were able to witness
one such exchange process in our FPMD simulation,23 which
is longer than comparable first-principles studies hitherto
performed.

We discuss the accuracy of the models based on a comparison
among several available first-principles methods and with experi-
mental data, as well as the general suitability of the FPMD
trajectory for the static and dynamic magnetic properties in this
system, together with the basis-set convergence. The spin density
distribution and magnetic properties, HFC, g, and ZFS tensors,
as well as the pNMR shieldings, are reported.

’RESULTS AND DISCUSSION

Detailed descriptions are included in the Supporting Informa-
tion about the methods used for static models of the first
solvation shell, FPMD simulations, as well as property calcula-
tions on simulation snapshots.
Basis Set Selection for the Ni(H2O)6

2+ Complex.The results
for the basis-set convergence for the calculation of NMR/ESR
properties are listed in Table 1. The largest changes between
results obtained with different hydrogen and oxygen basis sets are
seen between aug-pcJ0 and aug-pcJ1, whereas aug-pcJ2 only
brings a small further modification. Improving the MK basis for
Ni by diffuse/polarization functions and partial decontraction
(MK+) similarly produces only a slight change of results. There-
fore, for production calculations, the aug-pcJ1/MK combination
of basis sets was selected.
Methods for pNMR Shielding along theMD Trajectory.To

assess the extent of the region that is significantly influenced by
the paramagnetic center (Figure 1), we first tested the radial
decay properties of the spin density at the PBE/SVP level. The
spin density decays very rapidly around the metal ion, so that
relatively little is left, on average, in SSS. On the basis of these
data, we decided to include the complete FSS and SSS in our
production calculations using the larger basis sets. Although SSS
is relatively well-defined on average, in instantaneous configura-
tions, its border to bulk water is not clear. We considered every
watermolecule that has at least one atom closer than 5 Å from the
central ion, to belong to SSS. In this context, we noticed that the
implicit solvation model (COSMO for the ESR tensors calcu-
lated with ORCA,27 as well as PCM for the orbital shielding in
G0328) both improves the self-consistent field (SCF) conver-
gence and prevents the occasional occurrence of spurious high
spin density in the outer regions of the calculated snapshots

clusters. These implicit solvation models were therefore used in
all further snapshot calculations. The explicit solvation of the
selected SSS region was accomplished by including in the snap-
shot calculations all the water molecules that have at least one
atom closer than 7 Å from the central atom. This layer corre-
sponds roughly to the extent of the third solvation shell of theNi2+

ion. This procedure resulted in clusters that contained on
average 55.36 water molecules, of which 16.07 were in SSS,
with FSS consisting most of the time of the six nearest
neighbors of the ion. These numbers fluctuated in the ranges
48�63 and 10�22 for the total size of the cluster and SSS,
respectively. To significantly decrease the computational cost,
the small SVP basis was used beyond SSS. Our tests proved
that a completely negligible effect resulted from using the SVP
basis as compared to a calculation, in which the larger basis set
was used throughout. A total of 2469 such clusters were
sampled from the equilibrated part of the trajectory of the
system containing 127 water molecules.
Structure of the Solvated Ni2+ Ion. The structural para-

meters for various combinations of methods are reported in a
related work.23 Briefly, in the six-fold structure, the oxygen atoms
are octahedrally coordinated, whereas the symmetry of the whole
complex is weakened by the increasing tilt angle of the water
molecules, defined as the angle between the Ni�O vector and
the HOH bisector. The 5-fold coordinated complex forms a
tetragonal pyramid. The same is true for the coordination found
in the corresponding parts of the FPMD simulation trajectory. As
an example, frequently used in further calculations, the static
calculations using PBE in vacuo and PBE together with the
COSMO solvation model can be taken. The first results in a
Ni�O distance of 2.086 Å and tilt angle of 23.0�, whereas the
COSMO structure was 2.076 Å and 45.7�, the latter resembling
the average FPMD structure.
Hyperfine Couplings in the Ni(H2O)6

2+ and Ni(H2O)5
2+

Complexes.Tocompare the impact of various exchange-correlation
functionals (ECFs) on the isolated and hexa- and penta-coordi-
nated dications, we selected a single structure obtained by geometry
optimization at the PBE/def2-TZVP level. The Fermi contact
term Acon, the largest (in absolute value) principal value of spin-
dipole tensor Adip (denoted as A33

dip), as well as the rhombicity
(Rh(X) =X22� X11) Rh(Adip) of theHFC tensor were calculated
for both the 1H and 17O nuclei. One set of calculations was carried
out in vacuo, i.e., no explicit or implicit solvationmodel was applied
around Ni(H2O)6

2+. The results are illustrated in Figures 2 and 3
for 1H and 17O, respectively. Both the Acon and A33

dip parameters
develop systematically with the exact exchange admixture in the

Table 1. Basis-Set Dependence of the Orbital and Hyperfine 1H and 17O Nuclear Magnetic Shielding Constants (in ppm) in
Ni(H2O)6

2+ Calculated with Density-Functional Theory (PBE Functional)

hydrogen shielding oxygen shielding

basis set H2O/Ni
a number of functions orbital part hyperfine part orbital part hyperfine part

aug-pcJ0/MK 200 30.4 �215.7 348.7 �17294.7

aug-pcJ1/MK 434 29.0 �243.4 357.0 �21139.9

aug-pcJ2/MK 848 28.8 �241.4 356.0 �20934.5

aug-pcJ0/MK+ 248 30.4 �218.7 347.0 �17261.6

aug-pcJ1/MK+ 482 29.0 �245.0 355.3 �21144.7

aug-pcJ2/MK+ 896 28.8 �243.6 354.3 �20925.4
aNotation: O and H basis/nickel basis. MK = Munzarov�a and Kaupp basis.26 In MK+, partial decontraction is applied, and polarization functions are
added (see text).
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ECF. Large relative differences are observed among the Acon(
1H).

To produce these data, all structures were obtained with the def2-
TZVP basis set, and for the property calculations, the aug-pcJ1/MK
combination was used for O, H/Ni. Tabulated numerical data can
be found in Tables S2 and S3 in the Supporting Information. The
A33
dip(1H) exhibits a weaker, although equally systematic dependence

on the choice of the ECF and is roughly one magnitude larger in
absolute value.The situation is different for the 17Onuclei, whereAcon
dominates over the spin-dipole part. The largest absolute value of
Acon (�35.83MHz for BLYP) is almost twice as large as the smallest
among the tested set of methods (�20.40 MHz using SCS-MP2).
To test the direct impact of the solvationmodel on the calculated

hyperfine properties, we used the same PBE/def2-TZVP/in vacuo

structure but employed the COSMO solvation model for the
hyperfine calculation. In the scale of the differences amongdifferent
methods (ECFs or SCS-MP2), the impact of the implicit solvation
model in the property calculation step is entirely negligible. To test,
on the other hand, the indirect impact of the COSMO solvation
model on properties via its effect on the structure, we performed
the property calculation also using PBE/def2-TZVP/COSMO
structures. The latter differ significantly from the corresponding
in vacuo structures, both in the Ni�O distance and tilt angle. The
largest relative change is observed forAcon(

1H), proportional to the
spin density on these nuclei, where not only the absolute value but
even the sign changes. The influence of using the COSMO
structure on the spin dipole contribution to 1H and bothAcon(

17O)
and A33

dip(17O) is relatively less important but still numerically
significant. The absolute values of the dipolar contributions for
both 1H and 17O increase due to using the implicitly solvated
structure, whereas Acon(

17O) decreases.
We have further consistently optimized all structures with the

same functional (or SCS-MP2) as the one used for the property
calculation and obtained data sets, both using COSMOand in vacuo.
Subsequently, the properties were calculated only using, for simpli-
city, the COSMOmodel (the influence of COSMO in the property
step is seen above to be minor). For the COSMO structures,
Acon(

1H) and Acon(
17O) span a narrower range as compared to

the two data sets obtained using the PBE structures. This implies that
using structure optimization at the same level as used for the property
calculation may be the preferred choice for hyperfine properties.30

We have done all of the above calculations also for the 5-fold
coordinated Ni2+ ion. The results are plotted to the same scale as
for the 6-fold coordinated case, in Figures 2 and 3. Upon the
change from 6- to 5-fold coordination, there is a clear increase of
the magnitude of the dipolar contribution for the 1H nuclei and a
slight increase for the 17O nuclei (in absolute value) in all of the
calculated static structures, as well as in the average values over
the FPMD trajectory. This observation is in accordance with the
shortened distances betweenNi2+ and the nuclei in question. For
the contact term, only a very slight and nonuniform change takes
place for the 1H nuclei. For 17O, we observe a slight decrease in
the magnitude of Acon in 32 of the 36 tested static calculations, as
well as in the FPMD average.
Theoverall conclusion is that the signs andorders ofmagnitude are

well-defined across the different levels of theory used, for the presently
relevant HFC parameters other than Acon(

1H). In light of these
results, the agreement between the results from the experiment31

[Acon(
1H) = �0.13 MHz] and PBE (COSMO/COSMO for

properties/structure;� 0.15 MHz; Table S2) should be considered
rather fortuitous. The results show that it is important to account for
solvation effects on the underlying molecular structures.
g Tensor. The g tensor parametrizes the Zeeman interaction

of the electronic spin with the magnetic field and enters the
hyperfine terms of the pNMR shielding. In particular, the s.c. g
shift tensor, Δg = g � ge1, i.e., the deviation from the isotropic
free-electron g factor (ge ≈ 2.0023), is a nontrivial quantity to
compute. In complete analogy to the test discussed above
concerning HFC, we tested the performance of the available
ECFs, the inclusion of a solvation model, as well as the
dependence on the structure obtained by different methods.
The results are graphically presented in Figure 4 and tabulated
in Table S4, Supporting Information. We observe that also the g
value is systematically dependent on the exact exchange admix-
ture of the ECF, with the g value rising with an increasing fraction
of the exact exchange. We lack presently efficient tools for

Figure 1. (a) Simulated Fermi contact hyperfine coupling constant at
the 1H nuclei in an aqueous solution of Ni2+ ion, as a function of
increasing distance from the metal center. The presented values are
averages over 10 randomly chosen snapshots calculated using the PBE/
SVP level of theory, together with the COSMO solvation model.
(b) Spin density in a random simulation snapshot. The yellow isosurface
shows the positive spin density of 0.0001 au, whereas the blue isosurface
indicates a negative spin density of the same absolute value. The spin
density is taken from the periodic QUICKSTEP29 calculation in which
the PBE/DZVP level of theory was used.
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obtaining ab initio estimates for the g value in these complexes,
although an implementation at the coupled-cluster singles and
doubles (CCSD) level of theory has already been reported.32

Such tools would be highly useful for calibrating the DFT

performance, as no direct experimental results on the g tensor
have been reported for the present system.
With any present ECF, the obtained g value is larger by

0.01�0.02 for the 5-fold than for the 6-fold coordinated ion.

Figure 2. Impact of the choice of the DFT exchange-correlation functional on the average Fermi contact (con) and spin-dipole (dip) part of the 1H
hyperfine coupling (MHz) in Ni(H2O)6

2+. The results of the SCS-MP2 calculations are presented for comparison. For the first four sets, the structures
were obtained using the PBE functional, whereas for the last two sets, the structures were obtained with the same functional as the properties. All values
present averages over all nuclei. Only the largest eigenvalue (in absolute value) A33 of the spin-dipole tensor is plotted. The dashed lines illustrate the
average values obtained from the FPMD simulation (using PBE both for the trajectory and for the properties) of 127 water molecules and one Ni2+ ion.
The corresponding (6- or 5-fold coordinated Ni2+ ion) parts of the trajectory were used for obtaining these values.

Figure 3. As for Figure 2, but for 17O.
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Second, the g value is always smaller by roughly the same amount
for the 5- and 6-fold coordinated structures obtained with the
solvation model than for the corresponding in vacuo structures.
The structures obtained with COSMO generally have a larger tilt
angle and shorter Ni�O distance than structures obtained
without the solvation model.23 Similarly to the HFC tensor,
the effect of using the implicit solvation model in the property
calculation step is found to be negligible for the g tensor. In
contrast to HFC, however, using the same ECF both for the
structure and for the g tensor does not change the results
appreciably, as compared to using PBE for structures.
Averages obtained from the MD snapshots using the PBE

functional indicate that the combined dynamic and solvation
influence on the g value is only 0.001 for both the six- and five-
coordinated situations (compared to in vacuo static structures),
indicating partial cancellation of the two effects. A notable feature
apparent in the plot of the g value along the MD trajectory
(Figure 5) is its increase in the last part of the trajectory, when the
system enters the intermediate, 5-fold coordinated situation. In
this part of the trajectory, the parallel component g ) can be
defined by the direction of the “missing” water molecule. This
component remains close to the isotropic value of the 6-fold
coordinated average, whereas the perpendicular component g^ is
responsible for the increase of the isotropic value.
The simulated g values are higher by up to 0.01 than the results

of all static FSS models, when the data obtained by the same
(PBE) functional are compared. Furthermore, the simulation
verifies the size of the increase of g from the 6-fold-coordinated to
the 5-fold-coordinated model, obtained using the static Ni-
(H2O)n

2+ (n = 5, 6) structures.
Experimental data are available for the crystals of nickel Tutton

salts, which contain Ni2+ coordinated by six water molecules.33

The average g value for these compound is 2.25. The same value
was later adopted also in an EPR relaxation study of the aqueous
solution of Ni2+.34 The values of 2.25 and 2.3 have been also used
in NMR studies of aqueous Ni2+ solutions (refs 35 and 31,
respectively). Our static DFT calculations using different ECFs

as well as the dynamic simulation point to significantly smaller g
values. This implies that the assumption that the g value is the
same in both salt crystal and liquid solution is questionable.
Zero-Field Splitting. The effect of the ZFS Hamiltonian

HZFS ¼ S 3D 3 S ð1Þ
on the energy levels within the spin manifold of an Sg 1 species
is best characterized with parameters

D ¼ D33 � 1
2
ðD11 þ D22Þ ð2Þ

E ¼ 1
2
ðD22 �D11Þ ð3Þ

Figure 4. As for Figure 2, but for the isotropic g values.

Figure 5. Calculated g tensor plotted along a first-principles molecular
dynamics trajectory of the Ni2+ ion in the aqueous solution. The increase
at the end of the trajectory (a) corresponds to a situation with a 5-fold
coordinatedNi2+ ion. In panels b and c, parallel and average perpendicular
eigenvalues are plotted for the 5-fold coordinated part of the trajectory.
Here, g ) and g^ are defined as the components of the g tensor along with
and perpendicular to, respectively, the direction from the Ni2+ ion to the
“missing” water molecule in the originally octahedral complex. The PBE
functional was used for the system with 127 water molecules.
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expressed in terms of the eigenvalues Dii of the D tensor. The
ordering of the principal values is selected so that 0e E/De 1/
3.36,37

In the calculation of the ZFS tensor, we tested two GGA
functionals, PBE and BLYP, the inclusion/omission of the
solvation model as well as the dependence on the structure
obtained by different methods. The same calculations were
carried out for both Ni(H2O)n

2+ (n = 5, 6) complexes. The results
are plotted in Figure 6, and the numerical data are contained in
Table S5, Supporting Information. In the upper right panel
of Figure 6, the discrepancy between BLYP and PBE functionals
when COSMO structures are used is caused by the poor
alignment between the principal axis of the ZFS tensor and
the molecular axis system. The negative sign in the two cases
of the D parameter determined by BLYP is therefore not
entirely relevant. Since the structure of the 6-fold coordinated
Ni2+ ion is highly symmetric, the resulting D and E values are
expectedly close to zero. The symmetry is broken in the 5-fold
coordinated ion.
For the calculations of snapshots extracted from the FPMD

dynamics, it is important to consider the choice of the axis
system. For any instantaneous configuration, a proper axis
system can be found such that the D and E parameters can be
calculated in the same way as described above. The time
evolution of these parameters at the PBE level is plotted in
Figure S1, Supporting Information. Clearly, both D and E vanish
on average for an isotropic solution of the symmetrically
coordinated ion. In this case, there is no choice of the axis system
that would be unique and constant over time. For the 5-fold
coordinated part of the trajectory, similarly as for the g tensor,
the parallel component D ) can be defined by the direction
from the nickel ion to the “missing” water molecule. The
D and E parameters of the ZFS tensor are then given by eqs 2
and 3 with D33 = D ), D11 and D22 being the perpendicular
components. The RMS values ofD, E, and E/D can be found for

the 5-fold-coordinated part of the trajectory in Table 2. For the
6-fold-coordinated part, which is on average octahedrally sym-
metric, the RMS value of the scalar tensor product (Δ)

Δ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ÆDð0Þ : Dð0Þæ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Æ∑
Rβ

DRβð0ÞDRβð0Þæ
r

ð4Þ

serves as a parameter characterizing the fluctuations of the ZFS
tensor. For comparison, we also performed an analysis equivalent
to that of Odelius et al.11 and calculated the time-correlation
function (TCF) of the scalar tensor product ÆD(0):D(τ)æ
(TCFZFS). The normalized autocorrelation function is plotted
in Figure 7. The value of the normalized TCF decays to less than
0.1 in a little over 100 fs and slowly decreases to the noise level
during the following ca. 4 ps.
In our simulation, the decay of the TCF does not exhibit the

well-defined damped oscillatory character seen by Odelius et al.
with a period of roughly 90 fs. In their work, they obtain the
instantaneous ZFS tensor from a preparameterized function
involving the geometrical distortions of the octahedral complex
along two classes of modes corresponding to Ni�O bond
vibrations (Eg modes) and oscillation of the O�Ni�O angle.
The dependence on other modes, namely, the rotational mode of
the water molecules, was omitted. The oscillatory TCF of the Eg
modes is almost identical to TCFZFS. It may be speculated that
the remaining geometrical dependences cause the TCFZFS to be
more damped. According to our calculation, the ZFS tensor is
more sensitive to molecular geometry than what the model of
Odelius et al. assumed. For example, the ÆD(0):D(τ)æ curve from
our work is damped to an extent that no anticorrelation can be
observed. Also, the calculated RMS value Δ yields 100 cm�1 in
our study for the 6-fold coordinated part of the FPMD trajectory,
which is an order of magnitude higher than that of Odelius et al.
(∼ 5.2 cm�1).11 The reason for such a large difference is
presently unclear to us.

Figure 6. As for Figure 2, but the D and E parameters of the zero-field splitting tensors are presented. In all calculations, the same selection of the
principal axis system defining the D and E parameters [eqs 2�3] was used so that similar geometries have similar orientations of the ZFS axis system.
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Nuclear Shielding in the Static Structures. We present
calculated shielding contributions using the static 5- and 6-fold-
coordinated Ni(H2O)n

2+ optimized both in vacuo and with the
COSMO implicit solvation model. We use the classification and
nomenclature of the terms set forth in the general shielding
theory for species of arbitrary spin multiplicity, in ref 25. In
particular, and as described in the Supporting Information, the
theory predicts for a higher-than-doublet system several new
isotropic shielding contributions as compared to the case of the
doublet.39 In the present triplet system, however, the influence of
these new terms turns out to be small.
In the calculation of the nuclear shielding contributions, in

analogy to the tests of the HFC, g, and ZFS tensors, we have
tested the performance of the present set of ECFs, inclusion/
omission of the solvation model, and the dependence on the
structure obtained by different methods. The results are sum-
marized in Figures 8 and 9, and the numerical data are given in
Tables S6�S9, Supporting Information.
The observations at different levels of theory are parallel to the

corresponding experience with HFC. The total isotropic shield-
ing is dominated by the contact term for both the 1H and 17O
nuclei. For 1H, there is a major influence of the structure at which
the shielding tensor is calculated. For the structures obtained in
vacuo, the 1H contact shieldings have a sign opposite that for the
structures obtained with the implicit COSMO solvent model. In
the case of 17O, the use of COSMO structures leads to a
reduction of the contact term by 1000�3000 ppm.
For all of the terms, there is a clear dependence of the observed

value on the amount of the exact exchange admixture. This is
particularly important for the dominating contact term. In
contrast, all of the hyperfine shielding terms exhibit only a minor
dependence on the use of the COSMO model at the property
calculation step. The solvent effect arises mainly indirectly, via
the structure. The orbital shielding σorb changes, however, also
upon the introduction of the PCM solvent model in the property
calculation step.
Apart from the nonrelativistic σcon and σorb contributions, the

isotropic shielding obtains contributions from σcon,2 and σcon,3
terms arising from the relativistic spin�orbit contributions to the
HFC and g tensors, respectively. None of the other terms
contribute numerically significantly. In particular, both the
pseudocontact and the novel isotropic terms introduced in

Table 2. CalculatedEPR andNMRParameters of the Aqueous
Solution of Ni2+a

6 � H2O
b 5 � H2O

c

giso
d 2.1009 ( 0.0002 2.1110 ( 0.0004

giso (exptl)
e 2.25

RMS(D) (cm�1)f 14.6

RMS(E) (cm�1)g 5.1

RMS(E/D) 9.1

Δ (cm�1)h 100 13.9

Δ5 (cm
�1)i 45 6.2

Δ5 (cm
�1; exptl)j 2.6

Acon(
1H) 0.33 ( 0.07 0.33 ( 0.07

Acon(
17O) �23.7 ( 0.3 �21.2 ( 0.4

Adip,33(
1H)k 7.63 ( 0.02 8.21 ( 0.03

Adip,33(
17O)k �10.44 ( 0.05 �10.9 ( 0.2

Rh[Adip(
1H)]l 2.73 ( 0.02 3.06 ( 0.02

Rh[Adip(
17O)]l 0.090 ( 0.002 0.38 ( 0.09

Aiso(
1H)m 0.30 ( 0.07 0.29 ( 0.07

Aiso(
17O)m �23.5 ( 0.3 �20.9 ( 0.4

Aiso(
1H) (exptl) 0.13 ( 0.01n

Aiso(
17O) (exptl) 24,o �28.2p

σ350K
iso (1H) 6 ( 4

σ350K
iso (17O) �10960 ( 90

σ350K
iso (1H) (exptl) 34q

σ350K
iso (17O) (exptl) �10988,r �9938s

a First principles molecular dynamics using the PBE functional and 127
water molecules. Experimental results are listed where available. bThe six-
coordinated part of the simulation trajectory, statistics over 2000 snapshots.
cThe five-coordinated part of the simulation trajectory, statistics over 120
snapshots. dThe corresponding g shift value would be obtained by
subtracting the free-electron value ge = 2.0023. eRef 33. Measurement on
hydrated Ni2+ salt crystals. This value has, however, been used also for Ni2+

solutions in the literature. fFor the five-coordinated complex, the parallel
axis is in the direction of the “missing” water molecule in the originally
octahedral complex; then, D = D ) � 1/2(D ,̂1 + D^,2). For the 6-fold
coordinated complex, these quantities are not clearly defined (see text). gAs
footnote f, but E = 1/2(D^,1 � D^,2).

hRMS obtained from the average
scalar tensor product eq 4. iΔ5 = (ÆD(0):D(0)æ/5)1/2 (here, the factor 5 is
the number of independent components needed to specify the ZFS tensor).
The numbers are added for consistency with the literature experimental
value (footnote j). jRef 34. Electron spin relaxation study based on proton
NMR relaxation measurement in aqueous Ni2+ solution. kThe largest (in
absolute value) value of the eigenvalues of the traceless tensor. lRhombicity
of the dipolar tensor, Rh(Adip) = A22

dip� A11
dip. The values are very small for

the oxygen nuclei in the 6-fold-coordinated complex, in agreement with the
nearly octahedral symmetry. mThe isotropic value contains both the Fermi
contact and spin�orbit contributions, the latter being much smaller. nRef
31. The hyperfine coupling constant was reported without sign, an
inspection of the data points to the negative sign. oRef 35. The hyperfine
coupling constant was reported without sign. pRef 38. qThis value of the
shielding constant was obtained by extrapolation of the experimental data
measured in the range of 243.15�263.15 K31 assuming a 1/T dependence
of the paramagnetic chemical shifts. Furthermore, pure water in gas phase
(PBE) was taken as the reference, σref,gas(

1H) = 31.59 ppm with a gas-to-
liquid shift correction (B3LYP) δgasfliquid(

1H) = � 5.27 ppm,6 see the
main text. rThe value of the shielding constantwas obtained by extrapolation
of the experimental data measured in the range of 274.65�306.15 K 35

assuming a 1/T dependence of the paramagnetic chemical shifts. Referenced
andcorrected for gas-to-liquid shift as in footnotequsing thevalues for 17O:σref,
gas(

17O) = 324.8 ppm,δgasfliquid(
17O) =�41.2 ppm. sFrom the experimental

data measured in the range of 243.65�308.15 K.38 Referenced and corrected
for the gas-to-liquid shift as in footnote r.

Figure 7. Simulated time correlation function ÆD(0):D(τ)æ of the scalar
tensor product of the zero-field splitting tensor of the aqueous solution
of Ni2+. First-principles molecular dynamics using the PBE functional
and 127 water molecules.
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ref 25 for higher than doublet spin multiplicities play an unim-
portant role in the present triplet system.
The smallest range of the total σ is again observed for the

structures obtained with the COSMOmodel and using the same
functional by which the property calculations were performed.
Due to the ambiguity of the Acon(

1H), the final σ(1H) in FSS
remains somewhat vaguely determined, in the range of 15�39 ppm.
The relative range pertaining to 17O is smaller, and the final
results are between �11200 and �10500 ppm.
Reducing the FSS of the Ni2+ ion from six to five water

molecules, a decrease is observed for the orbital shielding of the
1H nuclei (Figure 8, up-most panels), whereas an increase is seen
for 17O for all of the tested combinations of static structures and
functionals, as well as for the averages from the FPMD trajectory
(Figure 9, up-most panels). The sum of the isotropic contact
contributions σcon follows the behavior of Acon. Hence, there is
only very little change at 1H nuclei and decrease in magnitude for
17O.
The sum of the isotropic dipolar contributions (σdip, σdip,2,

σdip,3, and σpc) gives a negligible average for the highly symmetric
6-fold-coordinated structures because of the negligible differ-
ences in the ZFS energy levels. Nonzero values are obtained for

the 5-fold coordinated structures, which reflects the behavior of
the ZFS tensor. Among these terms, the σpc term strongly
dominates for 1H in 5-fold situations. For the 17O nucleus, the
magnitudes of σdip and σpc are similar for the 6-fold coordinated
structure, whereas the σpc term dominates in the 5-fold structure.
Also, from the FPMD trajectory, small but nonvanishing average
values of the isotropic dipolar shielding are obtained for both
nuclei.
Nuclear Shielding in MD Snapshot Calculations. An anal-

ysis of the nuclear shielding terms obtained from the FPMD
simulation is presented in Tables 3 and 4. The same orbital and
contact terms are seen to give significant contributions in the
dynamic solvation data as for the static structures. We again
observe a dominant contact contribution to the isotropic pNMR
shielding for both 1H and 17O nuclei, in both FSS and SSS. For
both 1H and 17O in FSS, the second largest contribution is due to
the con,3 term originating from the SO correction to g. The
con,2 term, which is related to the SO correction of A, also
contributes significantly. It is noteworthy that the dynamic FSS
contact shielding of �20 ppm differs clearly from the corre-
sponding static models of FSS (Table S6, Supporting In-
formation), where the use of the COSMO model consistently

Figure 8. Impact of the choice of the DFT exchange-correlation functional on the average orbital (orb), contact (con), and dipole (dip) parts of the
1H isotropic shielding constant (ppm) in Ni(H2O)n

2+ (n = 5, 6). Here, σcon consists of the sum of isotropic values of σcon, σcon,2, and σcon,3 terms; σdip is
calculated in an analogous way by summing isotropic values of σdip, σdip,2, σdip,3, and σpc (Table S1, Supporting Information).
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for both structures and properties leads to ca. +9 ppm at the PBE
level. Similarly as for Acon, σcon = +9 ppm coincides well with the
experimental value (7.68 ppm). [This number was obtained by
assuming that the measured value is contact shift referenced
with respect to the orbital shielding of pure water (vide infra).]

Taking into account the pronounced dependence ofAcon(
1H) on

the used ECF, this is probably fortuitous. A similar observation
applies to the orbital shielding, where the static model produces
a value some 4 ppm larger than the present FPMD result,
25.7 ppm. These differences indicate that dynamics need to be

Figure 9. As for Figure 8, but for 17O.

Table 3. Total Isotropic 1H and 17O Nuclear Magnetic Resonance Shielding Constants, Error Margins, and Contributions from
Different Physical Mechanisms for Atoms in the First and Second Solvation Shells of the Aqueous Solution of the Ni2+ Iona

atom (shell)

symbol term in σετ
b 1H (FSS) 1H (SSS) 17O (FSS) 17O (SSS)

σorb σετ
orb 25.7( 0.1 25.64( 0.07 313( 1.0 269.2( 0.7

σcon geAconÆSεSτæ0 �20( 4 0.4( 0.1 �10870( 90 �86 ( 8

σdip ge∑bAbτ
dipÆSεSbæ0 �0.18( 0.09 �0.04( 0.03 4( 1 �0.08( 0.02

σcon,2 geAPCÆSεSτæ0 1.57( 0.01 0.0145( 0.0005 121.3( 0.2 �0.68( 0.02

σdip,2 ge∑bAbτ
dip,2ÆSεSbæ0 0.002( 0.004 �0.002( 0.001 0.11( 0.04 �0.004( 0.001

σcon,3 ΔgisoAconÆSεSτæ0 �1.0( 0.1 0.022 ( 0.003 �534( 4 �4.28 ( 0.3

σdip,3 Δgiso∑bAbτ
dipÆSεSbæ0 �0.008( 0.003 �0.002( 0.001 0.19( 0.04 �0.004( 0.001

σc,aniso Acon∑aΔ~gεaÆSaSτæ0 �0.0002 ( 0.0003 0.0( 0.0 �0.06 ( 0.06 0.0( 0.0

σpc ∑abΔ~gεaAbτ
dipÆSaSbæ0 �0.043( 0.005 0.0 ( 0.0 0.00( 0.03 �0.001 ( 0.002

σtot 6( 4 26.1( 0.1 �10960( 90 177( 8
aThe numbers are calculated from the 2000 snapshots (sampled over ca. 80 ps) of the first-principles molecular dynamics trajectory using the PBE
functional with 127 water molecules and one Ni2+ ion. In this part of the trajectory, the Ni2+ ion is six-fold-coordinated. Paramagnetic shielding was
obtained using a formal temperature of 350 K. bReferring to the tensor component combinations of g and A that give rise to the listed terms. See ref 25
and the brief account of theory in the Supporting Information. See Table 2 for comparison with available experimental results.
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accounted for in proton shielding in FSS; i.e., the static models
are not capable of yielding quantitative results. In contrast,
the 17O shielding shows a rather modest, systematic shift of ca.
1700 ppm (13%) for contact and 34 ppm (10%) for orbital
shielding, for the 6-fold-coordinated Ni2+ ion. The 1H nuclei are
expectedly more sensitive to dynamical solvation effects than 17O.
Both 1H and 17O shieldings undergo a dramatic change from

FSS to SSS. Whereas the FSS shieldings are governed by the

paramagnetic hyperfine effects, their magnitude decreases in SSS
to a level comparable to the orbital shielding. The second shell
deviates, however, still significantly from diamagnetic bulk water
in the large σcon contributions of 0.4 and �86 ppm for 1H and
17O, respectively.
There is a significant difference between the isotropic dipolar

shielding in static calculations of Ni(H2O)6
2+ (Figures 8 and 9)

and the average of snapshot calculations. The absolute value of

Table 4. As for Table 3 but for the Five-Fold-Coordinated Part of the Trajectorya

atom (shell)

symbol term in σετ
1H (FSS) 1H (SSS) 17O (FSS) 17O (SSS)

σorb σετ
orb 24.3( 0.9 25.0( 0.3 328( 6 265( 3

σcon geAconÆSεSτæ0 �19( 3 0.66( 0.05 �9709( 130 �56( 4

σdip ge∑bAbτ
dipÆSεSbæ0 0.08( 0.05 �0.025 ( 0.007 �0.3( 0.9 �0.008 ( 0.008

σcon,2 geAPCÆSεSτæ0 2.01( 0.04 0.025( 0.004 165( 1 �0.72( 0.08

σdip,2 ge∑bAbτ
dip,2ÆSεSbæ0 0.013( 0.006 0.0( 0.0 0.17 ( 0.06 0.0( 0.0

σcon,3 ΔgisoAconÆSεSτæ0 �1.1( 0.15 0.036 ( 0.003 �525( 7 �3.1 ( 0.2

σdip,3 Δgiso∑bAbτ
dipÆSεSbæ0 0.004( 0.003 �0.0014( 0.0004 �0.01( 0.05 �0.0005( 0.0009

σc,aniso Acon∑aΔ~gεaÆSaSτæ0 �0.0006( 0.0002 0.0( 0.0 �0.19( 0.09 0.0( 0.0

σpc ∑abΔ~gεaAbτ
dipÆSaSbæ0 0.02( 0.02 0.009( 0.004 �0.8( 0.5 �0.003( 0.006

σtot 6( 3 25.7 ( 0.3 �9733( 130 204 ( 4
a 120 snaphots over ca. 3 ps were used.

Table 5. Principal Values of the Total 1H and 17O Shielding Tensors and the Contributions of the Various Physical Mechanisms
for Nuclei in the First (FSS) and Second (SSS) Solvation Shells in the Aqueous Solution of the Ni2+ Iona

1H (FSS) 17O (FSS)

σorb 21.9( 0.7 32.1( 0.9 20.6( 0.6 230( 7 317( 10 365( 12

σcon �29( 5 �29( 5 �28( 5 �11200( 200 �11300( 200 �10200( 200

σdip �462( 3 149.4( 1.4 312( 2 �4590 ( 50 2390( 40 2200( 50

σcon,2 1.63( 0.03 1.59( 0.03 1.65( 0.03 128( 2 129( 2 116( 3

σdip,2 �24.0 ( 0.2 13.7( 0.2 10.29( 0.14 �171( 3 59( 6 112( 7

σac 0.006( 0.008 �0.007( 0.007 0.001( 0.005 �0.07( 0.09 0.01( 0.08 0.06( 0.04

σcon,3 �1.4( 0.3 �1.4( 0.2 �1.4 ( 0.3 �557( 8 �563 ( 8 �506( 10

σdip,3 �23.0( 0.2 7.45( 0.09 15.57( 0.14 �229( 3 119( 2 110 ( 3

σc,aniso 0.011( 0.013 �0.038( 0.014 0.03( 0.02 �1.1( 1.3 1( 2 �1( 2

σpc �0.07( 0.02 0.024( 0.009 �0.09( 0.03 �0.4( 0.5 �0.1( 0.5 0.4( 0.4

σtot �515( 6 174( 5 331( 6 �16400( 200 �8900( 200 �7800( 200

1H (SSS) 17O (SSS)

σorb 22.5( 0.8 18.8( 0.8 35.2( 1.3 254( 7 251 ( 7 276( 8

σcon 0.62( 0.10 0.62( 0.10 0.68( 0.10 �82( 5 �81( 5 �78( 5

σdip �99.3 ( 0.9 48.6( 0.5 50.7( 0.7 �146( 2 58.9( 1.3 87( 1

σcon,2 0.016( 0.002 0.016( 0.002 0.017( 0.002 �0.70( 0.03 �0.69( 0.03 �0.69( 0.03

σdip,2 �5.16( 0.07 2.55( 0.04 2.61( 0.04 �4.06( 0.07 2.32( 0.05 1.73( 0.06

σac 0.003( 0.002 �0.002( 0.002 �0.0002( 0.0007 0.000( 0.003 �0.004 ( 0.002 0.004( 0.002

σcon,3 0.031( 0.005 0.031( 0.005 0.034( 0.005 �4.1( 0.3 �4.0( 0.2 �3.9( 0.2

σdip,3 �4.96( 0.06 2.43( 0.03 2.53( 0.04 �7.31 ( 0.14 2.94( 0.07 4.37( 0.09

σc,aniso �0.0004( 0.0002 0.0000( 0.0002 0.0006( 0.0003 �0.024( 0.011 0.006( 0.011 0.011( 0.011

σpc �0.003( 0.005 �0.011( 0.005 0.018 ( 0.008 �0.022( 0.008 �0.004( 0.007 �0.001( 0.007

σtot �86.2 ( 1.4 73.0( 0.9 91.8( 1.1 10( 10 230( 9 287( 9
a See also Tables 3 and 4. Since there is no unique principal axis frame of the shielding tensors, which would be preserved through the simulation time for
a particular molecule, the averages are calculated from principal values sorted according to themagnitude of the instantaneous principal values of the total
shielding in the order σ11

tot e σ22
tot e σ33

tot.
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σdip is much larger in the latter although still very small compared
to the total shielding. This difference is caused by the fluctuation
in ZFS in the instantaneous snapshot calculations.
To facilitate comparison with published experimental chemi-

cal shift data, we calculated the diamagnetic reference shielding of
the H2O molecule in vacuo using the equilibrium structure
obtained at the same level and using the same program and
settings as were used for the FPMD simulation. The resulting
geometrical parameters are rOH = 0.978 Å and —HOH = 102.45�.
The shielding calculation using this geometry at the PBE/IGLO-
II level yields σO = 324.8 and σH = 31.59 ppm. Furthermore, we
used the calculated B3LYP values for the gas-to-liquid transition6

δgfl(
1H) =� 5.27 ppm and δgfl(

17O) =� 41.2 ppm to obtain a
gross estimate of the liquid-state shielding constants of the bulk
diamagnetic water, σO

ref(l) = 283.6 ppm, σH
ref(l) = 26.32 ppm.

These reference values were used to obtain the shielding value
from the published chemical shift data for the aqueous solution of
Ni2+ (σexp = σref � δexp). To obtain the experimental shielding
values at 350 K, at which the presented simulated shielding values
were calculated, the experimental shieldings were extrapolated
using the 1/T dependence of the paramagnetic shielding. The
simulated shielding constants in FSS can then be directly
compared with the experimental shielding constants σexp ob-
tained from the chemical shift of the water molecules. The results
listed in Table 2 indicate that in the presence of the Ni2+ ion the
calculated 17O shielding constant agrees with the experimental
data of Neely and Connick35 and to a somewhat lesser extent
also with those of Fiat and Chmelnick,38 whereas the simulated
1H shielding constant does not reproduce the experimental data
of Granot.31

Table 5 lists the simulated contributions of the various physical
mechanisms of pNMR shielding to the principal values σii (i = 1,
2, 3) of the shielding tensor. There are important contributions
to the principal values beyond those that are significant for the
isotropic values. Despite their negligible isotropic averages, the
dipole terms assume the same role here as played by the contact
terms in σiso. The σdip term contributes to the diagonal values
almost comparably to the largest (σcon) term for 17O in FSS.
Also, the terms originating in the SO corrections to A and g,
σdip,2 and σdip,3, respectively, are important for 17O (FSS). For
17O (SSS), theσii

dip even exceedsσcon inmagnitude.The
1Hnuclei in

SSS obtain shielding eigenvalues of σdip larger by 1 or 2 orders of
magnitude than the corresponding contact terms. In the present
isotropic solution, these large anisotropicdipolar termswithnegligible
isotropic averages only contribute to NMR relaxation, and not to
the structure of static NMR spectra. The water molecules in SSS still
experience significantly anisotropic shielding interactions originating
from the paramagnetic ion. We note that despite the fact that σcon is
formally anisotropic in the novel nuclear shielding theory,25 in
practice its eigenvalues are equal within the present statistical
error margins. The σac term, which is formally not contributing
to the isotropic σ, is negligible also for the eigenvalues. [At this
point, it is worth it to point out the effect of the averaging
described in Table 5. When the principal axis system (PAS) of
the individual shielding contribution is not identical to the PAS
of the total shielding, the reported projected average values
tend to be biased toward their respective isotropic values. After
analyzing this issue, we conclude that the majority of the
shielding contributions have closely similar PASs on average.
Among paramagnetic contributions, there are two exceptions,

Figure 10. Calculated hyperfine part of the (a) 17O and (b) 1H isotropic paramagnetic shielding constants (in ppm) together with (c) g value and (d)D
parameter of zero-field splitting along the final stages of a first-principles molecular dynamics trajectory of an aqueous solution of the Ni2+ ion. The PBE
functional was used for a system with 127 water molecules. In particular, the end of the trajectory segment includes the event of the water molecules
leaving the first solvation shell. The shielding constants in panels a and b correspond to this molecule (the 1H shielding constants are plotted for both
water protons separately). The five vertical bars in panel a indicate the times appropriate for the depicted structures. The solid blue horizontal lines
indicate the first solvation shell averages of the shielding constants, whereas the dashed horizontal lines show values corresponding to the second shell.
The arrow at the last depicted structure identifies the departing water molecule. In panel c, the isotropic g value is illustrated together with the averages in
6-fold (solid line) and 5-fold (dashed line) coordinated parts of the trajectory. Panel d visualizes the D parameter of the zero-field splitting tensor.
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σc,aniso and σpc. Both are related to the g-shift tensor anisotropy
(Δ~g). Those yield in their own PAS average principal values
roughly 1 order of magnitude larger compared to those
numbers present in Table 5. Since even these numbers are
small compared to the principal numbers of the total shielding,
we do not report a more detailed analysis here. The PAS of the
“diamagnetic” orbital shielding is expectedly also different from the
total shielding, and the effect is different in FSS and SSS, according
to the relative magnitude of the orbital and paramagnetic shielding
in these shells.] The 1H orbital shielding eigenvalues reveal that
despite similar isotropic averages in FSS, SSS, and diamagnetic
water, the tensors in FSS and SSS differ significantly.
Dipolar Part of the Hyperfine Interaction. Due to the

fundamental importance of Adip in paramagnetic relaxation
studies, we present here a few notes about its calculation in the
simple point-dipole approximation (PDA) as opposed to the
present QM method. Correlation graphs between the QM
(PBE) calculation and PDA are plotted in Figure S2, Supporting
Information. It can be seen that for 1H, PDA becomes a very
good approximation for the smallest values of A33

dip (j1.3 MHz)
in themost distant regions of the SSS (J5 Å). On the other hand,
the PDA for 17O cannot be considered realistic. [We can
anticipate that the quantum-mechanically obtained spin density
at the 17O nucleus is qualitatively correct from the agreement
between the calculated and experimental contact contributions.]
A similar conclusion can be obtained fromTable S10, Supporting
Information, where the angle between the main principal axis of
Adip for

1H and 17O and corresponding to the Ni�H or Ni�O
axes is evaluated. In all of these cases, the two axes are on average
close to being parallel. In SSS, however, this applies only for 1H
and the distribution of the angle is sufficiently narrow so that the
geometry-based PDA may be useful. It is noteworthy that the
O�H bond direction has no apparent significance for the main
principal axis of Adip(

1H).
The evolution along the MD trajectory of the largest principal

value A33
dip is plotted in Figure S3, Supporting Information. For

each case, only one atom was selected. The changes at the end of
the traces correspond to the transition from the 6- to the 5-fold-
coordinated complex. In the case of 1H SSS, the evolution of A33

dip

could be visually related to the evolution of the distance from the
Ni2+ ion.
Magnetic Properties during the Exchange Event. The

hyperfine shielding for the molecules departing from FSS as well
as the evolution of the g value and the D parameter of ZFS are
followed along the last part of the FPMD trajectory. Figure 10
shows the magnetic parameters at selected snapshots during
the departure of the water molecule from FSS. It is seen that the
shielding values approach the averages of SSS. In particular, the
plot reflects the oscillations of the isotropic part of the hyperfine
shielding. The corresponding fluctuations in the full shielding
tensor are responsible for Curie-type pNMR relaxation. Like-
wise, Figure 10c illustrates the step taking place in the g value
from the 6-fold to the 5-fold-coordinated situation.

’CONCLUSIONS

Using first-principles computations, we have investigated the
magnetic properties of the aqueous solution of Ni2+. Both static
quantum-chemical calculations of the hexa- and penta-aqua
complexes Ni(H2O)n

2+ (n = 5, 6), as well as first-principles
molecular dynamics simulation of the aqueous solution, were
performed to obtain structures for the calculation of magnetic

properties. These include all factors affecting the paramagnetic
nuclear shielding tensor. The first principles trajectory used for
snapshot calculations is the longest of its kind so far, for systems
and properties of the present type.

We tested several combinations of methods for the calculation
of ESR properties (hyperfine couplings, zero-field splitting, and g
tensor), which were subsequently used for the calculation of
paramagnetic NMR shielding according to the recent general
theory. The spin density distribution of the solvated Ni2+ decays
rapidly to zero over the first and second solvation shells. We
observe that the dominant Fermi contact hyperfine interaction of
the hydrogen atoms in the first solvation shell is very sensitive to
structure, in particular the tilt angle of the water molecules.
Depending on themethod used for the static structures, results in
the range covering 1 order of magnitude, depending on the tilt
angle, are observed. It therefore proved to be beneficial to
combine methods for structure calculation and calculation of
properties such that both share the same equilibrium geometry,
to reduce the range of results and to obtain a well-defined
1H isotropic hyperfine data. To the contrary, the dipolar 1H as
well as both the contact and dipolar 17O results are less sensitive
to the methods used. In particular, the static calculations
indicated little influence of the implicit solvation model at the
property evaluation step, and the primary influence arises
indirectly via the structure.

We compared properties calculated using the 5- and 6-fold-
coordinated model structures as well as 5- and 6-fold-coordi-
nated parts of the FPMD trajectory. Upon the transition from
6- to 5-fold-coordination, the eigenvalues of Adip(

1H) experience
a significant increase, whereas the change in Acon(

1H) is very
small. The Adip(

17O) eigenvalues are slightly decreased upon
entering the 5-fold-coordinated structures, whereas the
Acon(

17O) values decrease more significantly. The same behavior
is followed by the corresponding shielding constants. The signifi-
cant change of the isotropic 17O shielding constant between the
6- and 5-fold-coordinated Ni2+ may be of importance from the
experimental point of view. For example, high-pressure NMR
determination of the parameters of water exchange in the
aqueous Ni2+ complex assume σiso (as well as the underlying
Aiso and giso) to be invariant for the different coordination cases.
For Adip, we also show that the point-like approximation
becomes a good approximation for 1H in the distant parts of
the second solvation shell, at distances around 5 Å and further.

We have followed the g and ZFS tensors along the MD
trajectory. Both parameters are very sensitive to the change of
geometry and feature short correlation times. A notable feature at
the water exchange event is the increase of the perpendicular
components of the g tensor upon the transition to a five-
coordinated Ni2+ ion. The trajectory averages of the g value
are slighly above the values calculated for the optimized static
5- and 6-fold coordinated structures. The magnitude of the D
parameter decreases significantly upon the transition to the
5-fold coordination. The same behavior is not seen for the static
structure, where all 6-fold coordinated models are highly sym-
metric and show therefore very small zero-field splitting.

Both 1H and 17O isotropic shielding constants undergo a large
change from the first to the second solvation shell. Whereas the
FSS shieldings are dominated by the paramagnetic hyperfine
effects, in SSS the orbital shielding is already the larger contribu-
tion. The situation is different for the shielding anisotropy, as
seen from the principal values of the shielding tensors. Here, the
dipolar contribution still is much larger than the orbital shielding
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for 1H in SSS. For 17O, the principal values of σdip (and σcon) are
nearly of the same magnitude as σorb. Several new isotropic
shielding contributions (as compared to the case of doublet39)
predicted for a higher-than-doublet system25 proved to be very
small for the current triplet system.
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ABSTRACT: A density functional restricted�unrestricted approach, capable of evaluating hyperfine coupling constants with the
inclusion of spin polarization effects in a spin-restricted Kohn�Sham method, has been extended to incorporate environmental
effects. This is accomplished by means of a hybrid quantum mechanics/molecular mechanics formalism which allows for a granular
representation of the polarization and electrostatic interactions with the classically described medium. By this technique, it is
possible to trace the physical origin of hyperfine coupling constants in terms of spin polarization and spin density contributions and
disentangle the dependence of these contributions on molecular geometry and solvent environment, something that increases the
prospects for optimal design of spin labels for particular applications. A demonstration is given for the nitrogen isotropic hyperfine
coupling constant in di-tert-butyl nitroxide solvated in water. The results indicate that the direct spin density contribution is about 5
times smaller than the spin polarization contribution to the nitrogen isotropic hyperfine coupling constant and that the latter
contribution is solely responsible for the solvent shift of the constant. The developed approach is found capable of achieving
satisfactory accuracy in prediction of the hyperfine coupling constants of solvated di-tert-butyl nitroxide and other similar nitroxides
without the inclusion of solvent molecules in the quantum region provided polarizable force fields are used for the description of
these molecules.

1. INTRODUCTION

Modeling of electron paramagnetic resonance (EPR) spin
Hamiltonian parameters of nitroxide spin labels and related
compounds has attracted considerable interest since the devel-
opment of the first electronic structure methods for open
shell molecules.1�19 Over the years, numerous investigations
of electronic g tensors1,2,4,7�11,15,19 and hyperfine coupling
tensors1�3,5,6,8�18 have been carried out, and the mechanisms
governing the behavior of EPR parameters of radicals in a
vacuum and solutions have been thoroughly studied. Despite
these achievements, the accurate prediction of electronic g
tensors and especially hyperfine coupling constants of nitrogen
in various nitroxides in protic solvents, like water or methanol,
remains a challenge, as it requires a simultaneous account
of solute vibrational degrees of freedom and solvent dyna-
mics.8,11�13,15,16,19 Recently, Barone and co-workers suggested
a so-called integrated approach to overcome this kind of
difficulty in the modeling of molecular properties20 and success-
fully applied it to study several prototypical nitroxide
radicals.8,10,11,15,16 The essence of Barone et al.’s integrated
approach is that the solute/solvent dynamics at a selected
temperature are simulated using classical or Car�Parrinello
(CP) molecular dynamics (MD) with the spin Hamiltonian
parameters evaluated by means of density functional theory
(DFT) over a set of snapshots extracted from the MD trajectory.
Nowadays, approaches of this kind have been adopted by several

groups interested in EPR spin Hamiltonian parameters of
solvated radicals,12,13,19,21,22 generating a steady increase of
investigations.

The first part of the computations using the integrated
approach, namely, the simulation of solute/solvent dynamics,
is typically carried out by means of Car�Parrinello MD for
short time scales, in the range of picoseconds,8,11,19 or by means
by classical MD for longer time scales, in the range of nano-
nseconds.12�14 However, in the latter case, the applications are
restricted to radicals for which classical force fields have been
developed.23,24 The second part of the computations in the
integrated approach—the evaluation of electronic g tensors and
hyperfine coupling tensors—has mostly been accomplished
using unrestricted DFT combined with the polarizable conti-
nuum model (PCM) to account for the solvent environment.8,11

Recently, hybrid density functional theory/molecular mechanics
(DFT/MM) has emerged as an alternative to unrestricted DFT/
PCM, and several applications of such methods for EPR spin
Hamiltonian parameters of solvated nitroxides have now
appeared.12�14,19 Previously, one of us published an advanced
QM/MM method based on the polarizable embedding
scheme,25 and in this paper, we extend this method to include
calculations of hyperfine coupling constants of radicals.
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Following our previous works devoted to the computation of
hyperfine coupling constants of organic radicals and transi-
tion metal complexes,26�28 we employ a density functional
restricted�unrestricted (DFT-RU) approach and extend it into
a hybrid quantum mechanics/molecular mechanics (QM/MM)
setting. This work complements a recently implemented DFT/
MM approach for the evaluation of electronic g tensors19

and thus allows one to study the complete set of EPR spin
Hamiltonian parameters of solvated nitroxide spin labels and
other radicals with doublet ground states. Furthermore, this
opens the possibility to substitute the conventional DFT/PCM
method with the hybrid DFT/MM method in the integrated
approach for studies of EPR spin Hamiltonian parameters in
various environments, like proteins and cellular membranes, and
thus to study such environmental effects on these parameters
in greater detail and at a higher accuracy.

2. THE DENSITY FUNCTIONAL RESTRICTED�
UNRESTRICTED APPROACH FOR SOLVENT
ENVIRONMENTS

Spin-restricted DFT is designed to be spin-contamination-
free, thus providing a starting formalism for EPR spin Hamiltonian
parameters that from a conceptual point of view is more
appropriate than the conventionally used unrestricted DFT, as
it allows one to obtain a strict one-to-one mapping between
the electron density and spin state of the molecule.26�28 Despite
this advantage, spin-restricted DFTmethods have seldomly been
used for the computation of hyperfine coupling constants, since
they are incapable of accounting for spin polarization effects,
which are of crucial importance for accurate prediction of these
constants. Recently, we developed an extension of spin-restricted
DFT—the so-called restricted�unrestricted approach, which
follows the principles outlined in pioneering works by Fern�andez
et al.29,30 devoted to spin polarization effects in multiconfigura-
tional self-consistent field calculations of molecular properties
and allows one to account for spin polarization effects in
calculations of linear and nonlinear molecular properties within
a spin-restricted Kohn�Sham formalism.26�28 This approach
has been successfully applied to study electronic g tensors as well
as hyperfine coupling constants of various organic radicals and
transition metal complexes and has arguably provided compar-
able or better accuracy than the widely used unrestricted DFT
methods. Our development of the DFT-RU approach has been
focused on benchmarking its performance, and the modeling has
thus been limited to a cluster approach in which the solvent
molecules are treated explicitly along with the solute. In order to
provide a more refined tool for investigation of the environ-
mental effects on hyperfine coupling constants within the DFT-
RU formalism, we implement in this work the hybrid DFT-RU/
MM formalism based on the DFT/MM approach developed by
Olsen et al.25 In the remaining part of this section, we briefly
review the basic principles behind the DFT-RU approach and
describe the DFT-RU/MM extension, now implemented in a
development version of the DALTON program.31

In DFT-RU, electronic spin-dependent properties, like hyper-
fine coupling constants, are typically computed as the sum of two
terms:26�28 one which accounts for the direct spin density
contribution and the second which accounts for the spin
polarization contribution to the property. More specifically, the
expectation value in this approach for an arbitrary one-electron

spin-dependent operator Â can be written as

ÆÂæ ¼ ÆÂæden þ ÆÂæpol

¼ ∂E½Fðr, xÞ, λ~, x�
∂x

þ λ~
∂
2E½Fðr, xÞ, λ~, x�

∂x∂λ ð1Þ

where ÆÂæden and ÆÂæpol are the direct spin density and spin
polarization contributions to the expectation value of operator Â,
and E[F(r,x),λ~,x] is the energy functional of the molecular
system in the presence of a perturbation described by operator
Â, which is dependent on the perturbed electron density F(r,x),
perturbation strength x, and set of Lagrangian multipliers λ~ =
(k̅pq, tpq) associated with singlet and triplet orbital rotations,
which are collected into the set λ = (kpq,tpq). The computation of
ÆÂæden is a trivial task and is accomplished by contracting the
unperturbed density F(r,x = 0) with operator Â, while the
evaluation of ÆÂæpol presents a more involved undertaking, as it
requires the determination of Lagrangian multipliers λ~ by solving

∂
2E½Fðr, xÞ, λ~, x�

∂λ2
λ~ ¼ � ∂E½Fðr, xÞ, λ~, x�

∂λ

�����
x¼ 0

ð2Þ

Generally, in the approximate DFT-RU approach, the coupling
between singlet and triplet orbital rotations can be neglected
without a substantial loss of accuracy,27 and thus the problem of
finding Lagrangian multipliers λ~ reduces to the task of finding
Lagrangian multipliers associated with triplet orbital rotations by
solving a set of linear equations

∂
2E½Fðr, xÞ, λ~, x�

∂t2pq
t̅pq ¼ � ∂E½Fðr, xÞ, λ~, x�

∂tpq

�����
x¼ 0

¼ � τpq

ð3Þ
where the energy functional gradient τpq with respect to triplet
orbital rotations tpq is nonvanishing in a spin-restricted Kohn�
Sham formalism. The procedures for evaluation of triplet gradient
elements, τpq, and solving eq 2 or eq 3 are described in detail in
our previous works devoted to the DFT-RU approach.26�28 In
the following, we outline modifications of the DFT-RU approach
in the spirit of the recently developedDFT/MMmethod ofOlsen
et al.25 required for enabling investigations of hyperfine coupling
constants of solvated radicals.

The starting point to derive the DFT-RU/MMmethod is the
Kohn�Sham Hamiltonian used by Olsen et al.25 consisting of
the conventional Kohn�Sham Hamiltonian describing the
quantum region and a special coupling term between the
quantum (QM) and classical (MM) regions

Ĥ ¼ ĤQM þ ĤQM=MM ð4Þ
where ĤQM is defined in second quantization notation as

ĤQM ¼ ∑
pq
fpqÊpq ¼ ∑

pq
ðhpq þ jpq þ vxcpqÞÊpq ð5Þ

and where the coupling term ĤQM/MM, which includes electro-
static and polarization interactions between QM and MM
regions, is defined according to Olsen et al.25 as

ĤQM=MM ¼ ∑
pq
∑
s
MðnÞ

s, pqÊpq � ∑
pq
∑
a
μind
a tapqÊpq ð6Þ

In the above equations, we use notations frequently employed in
density functional response theory for various matrix elements: fpq
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is the matrix element of the Kohn�Sham operator, which consists
of the “core” Hamiltonian term hpq, i.e., the sum of one-electron
kinetic energy and nuclear attraction operatorsmatrix elements, the
Coulomb interaction term jpq, and the exchange�correlation term
vpq
xc;Ms,pq

(n) is an electrostatic interaction operatormatrix element due
to the nth ordermultipole at the site s in theMMregion (see eq 8 in
ref 25 for the specific expression); μa

ind is the induced dipole
moment at the polarizableMM site a created by the total (QM and
MM) electric field at this site; tpq

a is the matrix element of the
electric field operator for site a in theMMregion; Êpq= pα

†qα+ pβ
†qβ

is the singlet excitation operator, which is in second quantization
written as the combination of the spin-dependent creation opera-
tors for orbital p and spin-dependent annihilation operators for
orbital q. For a more detailed description of the enumerated
quantities as well as the optimization procedures for the QM
density and the MM induced dipole moments, we refer to the
original work on the DFT/MM formalism.25

After describing the QM and QM/MM terms in the Kohn�
ShamHamiltonian of the unperturbed system, let us consider the
situation in which the QM region also is affected by an electronic
spin-dependent perturbation like the electron�nucleus Fermi
contact interaction operator. In this case, the Hamiltonian
becomes

Ĥ ¼ ĤQM þ ĤQM=MM þ xÂ ð7Þ

where the spin-dependent perturbation operator in the general
form can be written as

Â ¼ ∑
m
ð � 1Þm∑

pq
V�m
pq Tm

pq ðm ¼ � 1, 0, 1Þ ð8Þ

with Vpq
�m being the spherical component of the matrix element

and Tpq
m being the component of the triplet excitation operator

associated with a corresponding element of electronic spin.
Taking the form of the perturbation operator, the electron
density of the perturbed system can, as shown in our previous
works on the DFT-RU method,26�28 be parametrized as

j~0æ ¼ ∑
p > q

exp½�kpqðÊpq � ÊqpÞ� exp½�tpqðT̂pq � T̂pqÞ�j0æ

ð9Þ

where kpq and tpq are the parameters associated with singlet and
triplet orbital rotations and Tpq is the triplet excitation operator,
i.e., T̂pq = pα

†qα � pβ
†qβ. Adopting this parametrization of the

Kohn�Sham determinant in the case of the DFT-RU/MM
approach, we can rewrite eq 3, which defines the spin polarization
correction to the expectation value of the spin-dependent
operator, as the set of linear equations

E½2� ̅t ¼ ðÆ0j½q̂, ½q̂†, ĤQM� þ Ĥð1Þ
QM�j0æ

þ Æ0j½q̂, ½q̂†, ĤQM=MM� þ Ĥð1Þ
QM=MM�j0æÞ ̅t ¼ � τ ð10Þ

where ĤQM
(1) and ĤQM/MM

(1) are the QM and QM/MM contribu-
tions to the first-order perturbed Hamiltonian, the column t is
the collection of Lagrangian multipliers tpq for triplet orbital
rotations, q† is the column vector of triplet excitation operators
T̂pq, and τ is the energy functional E[F (r, 0),λ~,0] with respect to

triplet orbital rotations with elements

τpq ¼ 2Æ0j½T̂pq, ĤQM�j0æ þ 2Æ0j½T̂pq, ĤQM=MM�j0æ ð11Þ
In the latter two equations, we separated the orbital Hessian
matrix E[2] and triplet gradient τpq into QM and QM/MM
contributions according to the partitioning of the Kohn�Sham
Hamiltonian in eq 4. Procedures for determination of the triplet
Lagrangian multipliers are described in detail in our previous
works devoted to the DFT-RU approach.26�28 The only two new
elements introduced in eq 10 by extending the DFT-RU
approach to a QM/MM setting are the QM and MM region
coupling contributions from the Hamiltonian ĤQM/MM to the E[2]

matrix and the τ column vector. The procedure for evaluation of
the QM/MM contribution to the orbital Hessian in the DFT-
RU/MM approach is exactly the same as the one used for linear
triplet response functions in the DFT/MM formalism and
has already been implemented in the DALTON program in
connection with DFT/MM methods for the evaluation of
nuclear spin�spin coupling constants32 and triplet excitations
energies.33 Thus, only the ĤQM/MM contribution to the triplet
gradient (see eq 11) has been left to be implemented in this work
in order to extend DFT-RU to the DFT-RU/MM setting. We
accomplished this task by adapting subroutines used for evalua-
tion of the orbital Hessian for the triplet response function to
computation of the triplet gradient of the form given in eq 11.

After discussing the electronic spin-dependent properties with-
in spin-restricted density functional theory using the restricted�
unrestricted approach and presenting the details of extension of
this formalism to the QM/MM setting, we describe in the
remaining part of this work an application of the DFT-RU/MM
method to study the isotropic hyperfine coupling constants of
nitrogen in di-tert-butyl nitroxide (DTBNO) in aqueous solution.

3. COMPUTATIONAL DETAILS

For assessment of the DFT-RU/MM approach in prediction
of the hyperfine coupling constants (HFCCs) of solvated
radicals, we opted to study the isotropic HFCC of nitrogen in
the prototypical nitroxide, namely di-tert-butyl nitroxide, in an
aqueous environment. This choice is motivated by the availability
of recent and detailed studies of nitrogen HFCCs in this system
using unrestricted DFT/PCM and DFT/MM methods8,13 as
well as by results of our investigation of the electronic g tensor of
this system using the DFT/MM formalism.19 The latter work
showed exceptional capabilities of the DFT/MM method to
model a solvent environment using polarizable force fields. In
this work, we determined the isotropic HFCC of nitrogen in
DTBNO in aqueous solution at ambient temperature using the
integrated approach proposed by Barone et al.20 Thus, as the first
step, a molecular dynamics simulation of DTBNO in water has
been carried out using the hybrid Car�Parrinello/molecular
mechanics method, and as the second step, the isotropic HFCC
of nitrogen has been computed using the DFT-RU/MMmethod
over a set of snapshots extracted from the MD trajectory
generated in the first step. Details of both steps of computations
for di-tert-butyl nitroxide in aqueous solution are given below.
3.1. Hybrid Car�Parrinello/Molecular Mechanics Simula-

tion of Di-tert-butyl Nitroxide in Aqueous Solution.We have
employed the hybrid Car�Parrinello/molecular mechanics (CP-
MD/MM) approach34,35 to generate the structures of di-tert-
butyl nitroxide in aqueous solution at the ambient temperature.
The details of this CP-MD/MM simulation have already been
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given in our previous work19 devoted to electronic g tensors of
DTBNO, but for the sake of completeness, we repeat some key
points here. In the CP-MD/MM simulation, only DTBNO has
been treated at the density functional theory level using the BLYP
exchange-correlation functional36,37 and Troullier�Martins
norm-conserving pseudopotentials38 for the core electrons, and
all 9679 waters have beenmoved to theMM region and described
by the TIP3P force field.39 The solute and solvent system, i.e.,
“DTBNO+9679 waters” has been included in an orthorhombic
box with a size of approximately 68.4 Å � 65.8 Å � 65.4 Å, and
the production run has been carried out for 21 ps in the canonical
ensemble, where the temperature has been controlled using a
Nos�e�Hoover thermostat.40,41 During this simulation, the fol-
lowing parameters were employed for the treatment of the QM
region: the fictitious electronic mass was set to 600 amu; the
integration time step was selected to be 5 au; the electronic wave
function expansion cut off was set to 80 Ry. The initial structure
for starting CP-MD/MM simulation was obtained from classical
MD simulations as described in our previous work devoted to
solvent effects on the electronic g tensor of DTBNO.19

3.2. DFT-RU/MM Computations of Isotropic Hyperfine
Coupling Constant of Nitrogen in Di-tert-butyl Nitroxide.
According to the philosophy of the integrated approach, we
computed nitrogen (14N isotope) isotropic hyperfine coupling
constant, aN, in DTBNO solvated in water by averaging aN
evaluated using DFT-RU/MM over 86 snapshots taken from the
CP-MD/MM trajectory. In these calculations and in analogy to
our previous work devoted to the electronic g tensor of
DTBNO,19 we exploited two QM region models: one in which
only DTBNO is included in the QM region and another in which
DTBNO and two water molecules closest to the NO bond are
included in the QM region. Similarly, the MM region has been
designed to include all water molecules within the 20 Å radius of
the DTBNO in order to ensure a converged description of the
solvent environment, and five different types of force fields have
been used to describe water molecules in the MM region. The
selected force fields, denoted as MM-X (X = 0�4) in Table 1,
follow the force fields ladder established in our previous work;19

going from the MM-0 to the MM-4 force field provides a more
accurate description of the water potential. Therefore, we carried
out five different sets of calculations of the nitrogen HFCC for
each QM region model by changing the force field description of
the MM region. These calculations allow us to investigate the
HFCC dependence on the accuracy of the MM description and
to establish a requirement for the quality of the force field in the
DFT-RU/MM calculations.
After giving the details of the MM region used in our DFT-

RU/MM calculations, we turn to the QM region. In all calcula-
tions, we used the hybrid B3LYP36,37,42,43 and PBE044,45

exchange�correlation functionals, which are known to be some
of the most accurate functionals for evaluation of HFCCs in
various organic radicals.17,46�48 The second crucial choice is the
selection of the basis set, as this basis set should be capable of
describing accurately the electron density in the vicinity of the
nucleus and at the same time be flexible enough in the outer
valence region to account for spin polarization effects. One way
to fulfill these requirements is to select a basis set augmented with
tight s-type functions and several sets of polarization functions.
We successfully employed this strategy in our previous studies of
HFCCs of various organic radicals and paramagnetic transition
metal complexes.26�28 However, none of these studies included
the nitroxides, and thus convergence of the nitrogen HFCCs

with respect to Huz-X (X = IIII,IV) type basis sets49,50 has not
been investigated. In order to select a suitable basis set for our
DFT-RU/MMcalculations, we carried out an investigation of the
basis set dependence of aN in the “DTBNO + 2 waters” system,
in which the behavior of both the direct spin density contribu-
tion, aN

den, and the spin polarization contribution, aN
pol, with

respect to basis set quality has been established. The results of
this investigation are tabulated in Table 2 and indicate that aN
converges going from the Huz-III basis set to the Huz-IIIsu3
basis set up to 0.04 G independently on the exchange�
correlation functional used in calculations. Here, we point out
that already using the Huz-III basis set an accurate description of
the direct density contribution to aN is achieved and that only the
spin polarization contribution is affected by improved descrip-
tion of the core region going from the Huz-III to the Huz-IIIsu3
basis set. Upon going from the Huz-III type basis sets to Huz-IV
type basis sets, the description of the spin polarization contribu-
tion is further improved, indicating the importance of polariza-
tion functions for the accurate description of this contribution.
The results clearly demonstrate that an accurate description of
the spin polarization contribution is achieved only if the basis set
used provides a balanced description of the inner core region and
the outer valence region of atoms. Taking into account these
findings and considering the computational cost, we performed
all DFT-RU/MM calculations in this work using the Huz-IIIsu3
basis set. The selection of the exchange-correlation functional
and basis set for description of the QM region in our DFT-RU/
MM calculations is very similar to the one used in our studies of
HFCCs in various organic radicals using the DFT-RU
approach26�28 and thus according to our experience should be
adequate for nitrogen isotropic HFCCs in solvated DTBNO.

4. RESULTS AND DISCUSSION

We analyze in detail the performance of the DFT-RU/MM
approach for the nitrogen isotropic hyperfine coupling constant
in DTBNO in aqueous solution and compare the obtained

Table 1. Hierarchy of the Force Fields Used to Describe the
Water Molecules in DFT-RU/MM Calculations of Nitrogen
Hyperfine Coupling Constant in Di-tert-butyl Nitroxide in
Aqueous Solution

electrostatics polarization

force field multipoles

expansion

points polarization

expansion

points ref

MM-0 charges oxygen atom none none 39

hydrogen atoms

MM-1 charges oxygen atom isotropic oxygen atom 60

hydrogen atoms

MM-2 charges oxygen atom anisotropic oxygen atom 19

hydrogen atoms hydrogen atoms

MM-3 charges oxygen atom anisotropic oxygen atom 19

dipoles hydrogen atoms hydrogen atoms

quadrupoles OH midbondsa OH midbonds

MM-4 charges oxygen atom anisotropic oxygen atom 19

dipoles hydrogen atoms hydrogen atoms

quadrupoles OH midbondsa OH midbonds

octupoles
aAre not used as the expansion points for charges.
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results with available experimental data51�53 as well as results of
recent studies by Pavone et al.8 and by Houriez et al.13 To start,
we give a brief description of the nitrogen hyperfine coupling
constants from the perspective of the DFT-RU approach.
4.1. Isotropic Hyperfine Coupling Constant of Nitrogen in

Nitroxides. The EPR spin Hamiltonian parameters in nitroxides
are governed to a large extent by the two molecular orbitals
localized on the NO moiety of the nitroxide (see Figure 1),
namely, a singly occupied orbital (SOMO) of π type in which the
unpaired electron resides and a doubly occupied orbital (HOMO)
which accommodates a lone pair from oxygen. It has long been
recognized that few states models,54,55 which involve the SOMO

and HOMO orbitals of nitroxide, explain the experimentally
observed ordering of the electronic g-tensor components in these
radicals or rationalize the solvent shift of the electronic the g tensor
in various solvents in terms of a blue shift of theHOMOfSOMO
excitation and electron density delocalization in the SOMO upon
solvation.51 Furthermore, the size of the nitrogen isotropic HFCC
in nitroxides has been associated with the spin density distribution
pattern in the SOMO orbital and its solvent behavior interpreted
in terms of the selective stabilization of neutral or zwitterionic
structure of the ONRR0 moiety by solvent molecules. Over the
years, this picture of the physical mechanisms remained largely
unchanged, and its validity has been verified many times by
quantum chemical calculations.4,5,7,8,19

According to the above outlined interpretation, the nitrogen
isotropic HFCC, aN, in nitroxides is mostly dependent on the
spin density distribution in the SOMO orbital localized on the
NO bond. Thus, aN is inherently dependent on two geometrical
parameters of the ONRR0 moiety (see Figure 1): the length of
the NO bond and the improper dihedral angle θ, which
characterizes the NO bond tilt with respect to the NRR0 plane.
From these two parameters, only the second one is important for
the nitrogen isotropic HFCC, as the variation of the first
parameter, the NO bond length, only weakly influences the size
of aN inDTBNO and other nitroxides according to a recent study
of Pavone et al.,8 while changes in the second parameter, the
improper angle θ, strongly affect aN and increase more than twice
with θ going from 0 to (60� (see Figure 2) according to our
DFT-RU calculations. Such a sharp dependence of nitrogen
isotropic HFCC on the out-of-plane motion of the NO bond has
already been observed in previous works,8,12 and an accurate
description of this effect has been found to be a key factor
defining the overall reliability of computed nitrogen HFCCs.
However, most of the previous studies have been carried out at
the unrestricted DFT level, and thus a detailed analysis of the
behavior of the direct spin density and spin polarization con-
tributions to aN under the NO bond out of plane motion was
impossible. In order to fill this gap, we carried out DFT-RU
calculations of the nitrogen isotropic HFCC in DTBNO for
different values of the improper dihedral angle, θ =�60 to +60 .
In Figure 2, we plotted both direct density, aN

den, and spin

Figure 1. Key features of the electronic and geometrical structure of di-tert-butyl nitroxide. (A) Isosurface plots of π-type SOMO and n-type HOMO
orbitals localized on the NO bond. (B) Potential energy surface for improper dihedral angle θ obtained by performing a relaxed potential energy surface
scan with the spin-restricted open-shell MP2 method56 using Ahlrich et al.’s TZVP basis set.62 These calculations have been carried out using the
GAMESS-US program.63

Table 2. Basis Set Dependence of Nitrogen Isotropic HFCC
in “DTBNO+ 2 waters” System in DFT-RU Calculationsa,b

B3LYP PBE0

basis set aN
den, G aN

pol, G aN, G aN
den, G aN

pol, G aN, G

Huz-III 2.26 11.92 14.18 2.27 12.32 14.59

Huz-IIIsuc 2.23 11.84 14.07 2.24 12.42 14.66

Huz-IIIsu1d 2.26 12.03 14.30 2.27 12.64 14.91

Huz-IIIsu2e 2.26 12.12 14.39 2.29 12.71 15.00

Huz-IIIsu3f 2.28 12.14 14.43 2.29 12.75 15.04

Huz-IV 2.28 12.17 14.45 2.22 12.92 15.14

Huz-IVsu4g 2.27 12.33 14.60 2.28 12.94 15.22
aNitrogen isotropic HFCC, aN, has been computed as the average over
86 snapshots extracted from the CP-MD/MM trajectory. bAll DFT-RU
calculations have been performed using the hybrid B3LYP exchange�
correlation functional. cAll s-type functions have been uncontracted in
the Huz-III basis set. dAll s-type functions have been uncontracted in the
Huz-III basis set, and one tight s-type basis function has been added
according to procedure described in ref 61. eAll s-type functions have
been uncontracted in the Huz-III basis set, and two tight s-type basis
functions have been added according to procedure described in ref 61.
fAll s-type functions have been uncontracted in theHuz-III basis set, and
three tight s-type basis functions have been added according to the
procedure described in ref 61. gAll s-type functions have been uncon-
tracted in the Huz-IV basis set, and four tight s-type basis functions have
been added according to the procedure described in ref 61.
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polarization, aN
pol, contributions to the aN dependence on im-

proper dihedral angle θ. As expected, Figure 2 shows the typical
nitrogen isotropic HFCC dependence on the NO bond out of
plane motion; i.e., the aN dependence on the improper dihedral
angle θ has a parabolic shape with a minimum at the planar
geometry of the ONRR0 moiety, and our DFT-RU results are
consistent with previous findings obtained for various nitroxides
at the unrestricted DFT level.8,12 Here, we would like to point
out that, from the two contributions constituting the nitrogen
isotropic HFCC, only the direct spin density contribution aN

den

exhibits a similar dependence on the improper dihedral angle θ
to the isotropic HCCC itself (see Figure 2), while the spin
polarization contribution aN

pol behaves completely differently and
slowly decreases with the increase of the absolute value of the
improper dihedral angle θ (see Figure 2). A closer inspection of
Figure 2 reveals that the spin polarization contribution dom-
inates aN for the small values of the improper dihedral angle θ, as
the π-type SOMO orbital localized on the NO bond in such a
geometrical arrangement of the ONRR0 moiety does not provide
efficient pathways for the generation of a sizable direct spin
density contribution to aN. However, for larger values of the
improper dihedral angle θ, aN

den sharply increases and becomes
larger than the spin polarization contribution aN

pol for θ > 30 (see
Figure 2). Thus, the composition of the nitrogen isotropic
HFCC in DTBNO as well as other nitroxides is directly
controlled by the nonplanarity of the ONRR0 moiety, and for
typical values of the improper dihedral angle θ = 10�20�, the
nitrogen isotropic HFCC is dominated by the spin polarization
contribution, while the direct spin density contribution plays
only a minor role amounting only up to 10�30% of aN values.
The prominent role of spin polarization in nitrogen isotropic
HFCC is an important finding, which gives a different inter-
pretation of the shift of aN upon solvation as an adjustment to the
change of spin density relaxation caused by solute interaction
with solvent molecules. We will return to this topic and discuss it
in the section devoted to the solvent shift of nitrogen
isotropic HFCCs.
There are two different views on the shape of the potential

energy surface (PES) associated with the NO bond out of plane
motion. It is widely accepted that in most nitroxides the ONRR0
moiety is nonplanar and that the PES with respect to this degree

of freedom is a symmetric or an asymmetric double well potential
depending on the structure of the R and R0 groups in the specific
nitroxide.5,8,12,13 Typically, the barrier between the two wells is
small and does not exceed a few kilocalories per mole, and at
ambient temperature both wells are occupied with the NO bond
continuously flipping between two minima. This conventional
description of the PES associated with out of plane motion of the
NO bond in DTBNO and 2,2,5,5-tetramethylpyrrolidine-N-oxyl
has been recently challenged by Houriez and co-workers.13 On
the basis of B3LYP/6-311+G(d,p) calculations, they proposed
that the PES associated with the improper dihedral angle has a
harmonic potential shape with a single minimum at θ = 0 and
exhibits a flat energy profile around theminimum. These findings
are though quite surprising and contradict the geometry optimi-
zation results of Pavone et al.,8 Rinkevicius et al.4,19 and
Sinnecker et al.,7 which all show that DTBNO has a nonplanar
ONRR0 moiety at the equilibrium geometry. In order to settle
this issue, we carried out a relaxed PES scan along the improper
dihedral angle θ in DTBNO (see Figure 1) using the restricted
open-shell MP2 method.56 As one can see from Figure 1, our
MP2 results clearly indicate that the PES associated with the
motion of the NO bond in DTBNO has two wells and that the
barrier between the wells is around 1.4 kcal/mol. On the basis of
these findings, we will use a double well potential model for the
PES associated with the NO bond out of plane motion in the
interpretation of the nitrogen isotropic HFCC in DTBNO.
4.2. Structure and Local Solvent Dynamics of Di-tert-butyl

Nitroxide in Aqueous Solution. According to the discussion in
the previous section, the nitrogen isotropic HFCCs critically
depend on the geometric structure of the ONRR0 moiety, and an
understanding of changes of these geometrical parameters upon
solvation is critical for interpretation of the solvent induced shifts
of the HFCCs. In previous works,8,13 both classical MD and
Car�ParrinelloMDhave been employed to study the structure of
DTBNO in aqueous solution. From these works, Car�Parrinello
MD simulations by Pavone et al.8 are the most rigorous ones, as
they avoid empirical parametrization of the classical force field of
DTBNO used in classical MD13 and can thus model the internal
molecular geometry of DTBNO and its solvent dependencemore
accurately compared to classical force-field-based approaches.
However, the CP-MD method, being a pure density functional
theory approach, neglects the dispersion interaction between the
solute and solvent molecules as well as between the solvent
molecules itself. In order to avoid this problem, we employed a
hybrid CP-MD/MM method34,35 for simulation of the DTBNO
in aqueous solution, which supposedly yields better results in
describing the solute�solvent supermolecular structures, as it
includes all important solute/solvent interactions—short-range
repulsion, long-range dispersion, and electrostatic interactions. In
the following, we will analyze the intramolecular geometry of
DTBNO in solution and its solvation shell structure obtained in
our CP-MD/MM simulation and compared with previous CP-
MD results by Pavone et al.8 In Table 3, we list a few of the
important internal geometrical parameters for DTBNO in aqu-
eous solution obtained from our CP-MD/MM and previous CP-
MD simulations. Interestingly, the internal geometry of DTBNO
appears to be very similar in both CP-MD/MM and previous CP-
MD simulations. However, the hybrid CP-MD/MM simulations
predict a small increase in NO, NR, and NR0 bond lengths (when
compared to CP-MD results), and this naturally should be
attributed to the increased solute�solvent interaction strength
within the QM/MM framework. A similar solvent-induced

Figure 2. Dependence of nitrogen isotropic HFCC in di-tert-butyl
nitroxide on the improper dihedral angle θ obtained using DFT-RU
method at the B3LYP/Huz-IIIsu3 level.
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stretching of bond lengths due to intermolecular hydrogen bond-
ing has been reported in the literature previously in the case of
acetone and phenol blue.57,58 It is interesting to note that the
absolute value of the improper dihedral angle θ is the same in the
case of CP-MD and CP-MD/MM simulations. The solute�
solvent interactions as per the CP-MD and hybrid CP-MD/MM
approaches are different with respect to dispersion and repulsion
interaction energies; however, this brings only small changes in the
internal molecular geometry around the ONRR0 moiety. The NO
bond length differs by 0.01 Å, while the average of NR and
NR0 bond lengths differs by 0.03 Å. Thus, overall, the geometrical
structure of DTBNO obtained in our CP-MD/MM simulations
is very similar to the one featured in CP-MD simulations of
Pavone et al.8

Apart from the above-described structural parameters of
DTBNO in aqueous solution, the local solvent structure around
DTBNO also plays an important role in defining the solvent shift
of nitrogen isotropic HFCC in this radical. Taking this into
account, we focus on the structure of the first solvation shell since
the solventmolecules in this shell are known to bemost influential
on the EPR spinHamiltonian parameters of nitroxides, as they are
in direct contact with the nitroxides through intermolecular
hydrogen bonding and charge transfer. In the previous work by
Pavone et al.,8 the first solvation shell was characterized in terms
of the number of solvent molecules in hydrogen bonding with the
DTBNO and the geometry of this intermolecular hydrogen
bonding. In order to facilitate a direct comparison with their
results, we have adopted the same geometrical parameters to
define the hydrogen bonding.8 A solvent molecule is said to be
hydrogen bonding with a solute molecule when the following
three conditions are fulfilled: (a) RNO 3 3 3Oe 3.5 Å, (b) RNO...He
2.6 Å, and (c) —O 3 3 3OHe 30�. Figure 3 shows the populations
of solute�solvent supermolecular structures in our CP-MD/MM
simulation, where the number of intermolecular hydrogen bond-
ing varies between 0 and 3. Interestingly, the average bond lengths
between DTBNO and hydrogen-bonded water molecules
(RNO 3 3 3O and RNO 3 3 3H in Table 3) appear to be the same for
both, CP-MD and CP-MD/MM, approaches. Even the averaged
characteristic angle, —O 3 3 3OH, is the same in both cases,
suggesting that the average solute/solvent local structure is the
same. However, as it is seen from Figure 3, the dynamical pictures
of solute�solvent structure captured by these two approaches are
quite different. The CP-MD approach could not find any
solute�solvent structure with three hydrogen bonds between
the solute and solvent molecules, while the hybrid CP-MD/MM

approach predicts the population of such structures to be around
7%. Moreover, the solute�solvent structures with zero hydrogen
bonding are more populated in the case of hybrid CP-MD/MM
simulations. Both approaches predict an almost equal population
for the solute�solvent structures with two hydrogen bonds. The
average number of hydrogen bonds in the solute�solvent struc-
tures is 1.2 in the case of the CP-MD approach, while it is 1.3 in
the case of the hybrid CP-MD/MM approach, and so the latter
approach predicts a slightly larger coordination number for
hydrogen-bonded solvent molecules. Overall, the results suggest
that the average (intermolecular) geometry of solute�solvent
structure is the same as obtained from both approaches, while the
dynamic description of this is very different in both cases. Here,
we notice that a similar situation has been encountered in
modeling of the copper dication solvation in water,59 where the
CP-MD/MM approach predicted a six coordinated structure
while the CP-MD-approach-based simulations predicted a five
coordinated structure, and where the structure from the latter
approach has been discussed to be an artifact due to the neglect of
dispersion interactions. In the forthcoming section, we will
discuss the nitrogen isotropic HFCC obtained by averaging over
a set of snapshots from the above-described CP-MD/MM
simulations and investigate the influence of the local solvent

Table 3. Geometrical Structure of Di-tert-butyl Nitroxide in Aqueous Solution from Hybrid CP-MD/MM and CP-MD
Simulations at Ambient Temperature

structural parametera CP-MDb CP-MD/MMc hydrogen bonds CP-MDb CP-MD/MMc

RNO,
d Å 1.31 1.32 number of H bonds 1.2 1.3

~RNR,
e Å 1.54 1.57 RNO 3 3 3O,

h Å 2.9 2.9

—RNR0 , deg 127 130 RNO 3 3 3H,
i Å 1.9 1.9

—O~NR,f deg 115 116 —O 3 3 3OH,
j deg 15 18

|θ|,g deg 14.33 14.33
a Structural parameter values are averaged over CP-MD or CP-MD/MM trajectory. bResults are taken from work by Pavone et al.8 cThis work. See
Computational Details section. d RNO is the NO bond length in DTBNO. e ~RNR is the average of NR and NR0 bond lengths in DTBNO. f —O~NR is the
average of angles ONR and ONR0 in DTBNO. g |θ| is the absolute value of the improper dihedral angle, which describes NO bond motion out of the
RNR0 plane (see Figure 1). hRNO 3 3 3O is the averaged distance between the oxygen atom of the NO group in DTBNO and the oxygen atom of
the hydrogen bonded water molecule. i RNO 3 3 3H is the averaged hydrogen bond length between the NO group in DTBNO and the water molecule.
j —O 3 3 3OH is the characteristic hydrogen bonding angle between oxygen of NO group inDTBNO andOHbond in hydrogen bonded water molecule.

Figure 3. Hydrogen bonding patterns of di-tert-butyl nitroxide in
aqueous solution at ambient temperature obtained from CP-MD
(Pavone et al.8) and CP-MD/MM (this work) simulations.
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environment around the solute on this EPR spin Hamiltonian
parameter.
4.3. Isotropic Hyperfine Coupling Constant of Nitrogen in

Di-tert-butyl Nitroxide in Aqueous Solution. After describing
the isotropic HFCC of nitrogen in DTBNO from the perspective
of the DFT-RU approach and analyzing the geometrical structure
ofDTBNO in aqueous solution, let us turn to themain topic of this
work, namely, the capability of the DFT-RU/MM approach to
predict the nitrogen isotropicHFCC inDTBNO solvated inwater.
First, we will discuss the dependence of the nitrogen isotropic
HFCCon the description of theMMregion and, later on, compare
our results with experimental data51�53 as well as findings from
previous works8,13 which exploited the integrated approach.20

In Table 4, we give the isotropic HFCC of nitrogen in DTBNO
in water computed by DFT-RU/MM. First, we consider the
simplest possible model of the QM region, which contains only
the DTBNO radical and with all water molecules within a 20 Å
radius moved to the MM region. As expected, according to our
analysis of the nitrogen isotropic HFCC in DTBNO, the direct
spin density contribution constitutes only 14.5�17.2% of the total
aN value, averaged over 86 snapshots, depending on the MM
region treatment and on the exchange-correlation functional (see
Table 4), and the remaining contribution to the aN value originates
from the spin polarization contribution. We point out that such a
aN composition, with someminor variations in terms of direct spin
density and spin polarization contributions, is observed frommost
of the snapshots used in our DFT-RU/MM calculations, and only
for a few snapshots in which the improper dihedral angle θ is large
does the direct spin density contribution to aN turn out to be larger
than the spin polarization contribution.
After establishing the composition of the nitrogen isotropic

HFCC in DTBNO, we turn to its solvent shift. As one can see
from Table 4, the DFT-RU/MM approach predicts the solvent
shift of aN, depending on the force field used in the water MM
region, to be 1.98�2.65 G at the B3LYP level and 2.19�2.94 G at
the PBE0 level, respectively. For the crudest description by the
MM-0 force field, which contains only point charges, the
calculations at the B3LYP level predict the solvent shift to be
1.98 G or around 15% of the aN value in a vacuum. A slightly
larger solvent shift, equal to 2.19 G, is obtained at the PBE0 level.
Here, we would like to point out that the vibrational contribution
from internal DTBNO dynamics to aN in our DFT-RU calcula-
tions is estimated to be 0.21 at the B3LYP level and, in agreement
with the results of Pavone et al.,8 is much smaller than the solvent
shift. Exchanging MM-0 with the more elaborate MM-1 force
field, which in addition to point charges also contains the
isotropic water polarizability (see Table 1), turns out to have
little effect on nitrogen isotropic HFCC. This is due to the fact
that the MM-0 force field point charge values are constructed to
mimic the solvent environment and account implicitly for
polarization by artificially increasing the values of the point
charges used to describe the water molecules. Further improve-
ment of the force field from MM-1 to MM-2, which introduces
distributed anisotropic polarizability tensors in the description of
water molecules in the MM region, leads to a significant increase
in the solvent solvent shift of aN by almost 20�23% depending
on the exchange�correlation functional compared to the one
obtained in the calculations with theMM-0 orMM-1 force fields.
Finally, the last two force fields, MM-3 and MM-4, which go
beyond the point charge approximation and also provide more
refined water polarizability by using more expansion points, give
almost identical HFCC values (see Table 4) and predict the aN

solvent shift at the B3LYP level to be 2.62 or 2.65 G, which is
around 8% larger than the solvent shift predicted using theMM-2
force field. Similar results are also obtained with the PBE0
functional, which gives a solvent shift for MM-3 and MM-4 force
fields of 2.91 and 2.94 G, respectively. Taking these results into
account, we conclude that the solvent shift of the nitrogen
isotropic HFCCs in DTBNO is highly dependent on the quality
of the force field used for the description of the MM region;
independently of the exchange�correlation functional used, its
value increases going from the MM-0 to the MM-4 force field in
the order MM-0≈MM-1 <MM-2 <MM-3≈MM-4. Thus, the
MM-3 force field provides a converged description of the water
potential in the DFT-RU/MM calculations in which the QM
region is limited to the solute itself, and force fields designed

Table 4. Isotropic Hyperfine Coupling Constant of Nitrogen
of the Di-tert-butyl Nitroxide in Water Computed with DFT/
MM Methods Employing Two QM Regions: One Which
Includes Only Di-tert-butyl Nitroxide and Another Which
Includes Di-tert-butyl Nitroxide with Two Water Molecules
Hydrogen Bonded to the NO Bonda,b

DTBNO DTBNO+2H2O

method aN
den, G aN

pol, G aN, G aN
den, G aN

pol, G aN, G

B3LYP 2.26 10.86 13.12 2.28 12.14 14.43

B3LYP/MM-0 2.34 12.75 15.10 2.32 12.90 15.23

B3LYP/MM-1 2.33 12.82 15.15 2.32 12.90 15.23

B3LYP/MM-2 2.34 13.21 15.55 2.32 13.08 15.40

B3LYP/MM-3 2.36 13.38 15.74 2.33 13.14 15.47

B3LYP/MM-4 2.36 13.41 15.77 2.32 13.15 15.48

PBE0 2.24 11.32 13.56 2.29 12.75 15.04

PBE0/MM-0 2.36 13.39 15.75 2.34 13.59 15.93

PBE0/MM-1 2.35 13.46 15.81 2.34 13.59 15.93

PBE0/MM-2 2.36 13.91 16.27 2.35 13.77 16.12

PBE0/MM-3 2.39 14.08 16.47 2.35 13.84 16.19

PBE0/MM-4 2.39 14.11 16.50 2.35 13.86 16.21

PBE0c 13.1

PBE0/PCMc 12.6 14.7

PBE0d 14.2

PBE0/ESPFd 16.7

exptl.e 16.75( 0.04 16.75( 0.04

exptl.f 17.18( 0.01 17.18( 0.01

exptl.g 17.16( 0.01 17.16( 0.01
aNitrogen isotropic HFCC, aN, has been computed as the average over
86 snapshots extracted from the CP-MD/MM trajectory. bAll DFT-RU
calculations have been performed using the hybrid B3LYP exchange�
correlation functional and Huz-IIIsu3 basis set. cUnrestricted DFT
results obtained for a vacuum and DFT/PCM results for water solution
by Pavone et al.8 Calculations were carried out using the EPR-II basis set,
and results are averaged over snapshots extracted from the CP-MD
trajectory. dUnrestricted DFT results obtained for a vacuum and DFT/
ESPF results for water solution by Houriez et al.13 Calculations were
carried out using 6-31G+(d,p) basis set, and results are averaged over
snapshots extracted from the classical MD trajectory. e Experimental
data taken from work by Kawamura et al.51 EPR spectra measurements
have been carried out at ambient temperature. fExperimental data taken
from work by Knauer and Napie.53 EPR spectra measurements have
been carried out at ambient temperature. g Experimental data taken from
work by Griffith et al.52 EPR spectra measurements have been carried
out at ambient temperature.
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using the same procedure can be recommended for general
computations of hyperfine coupling constants in more complex
environments.
After discussing the quality of the MM description in the case

of the simplest QM model, which contains only one DTBNO
molecule, we attend to the results obtained with a more complex
QM region model, which includes the DTBNO radical and the
two closest water molecules to the NO bond of DTBNO. This
model of the QM region is frequently employed in DFT/PCM
studies of various properties of nitroxides,5 as it explicitly
accounts for the hydrogen bonding between the nitroxide and
solvent molecules and in turn allows one to study nitroxides in
protic solvents within the DFT/PCMmethod. Thus, by compar-
ing the DFT-RU results obtained using the two QM region
models, we estimate that the hydrogen-bonding-induced solvent
shift of aN in DTBNO is equal to 1.31 G at the B3LYP level and
to 1.48 G at the PBE0 level, respectively. The remaining part of
the solvent shift originates from the water molecules in the bulk,
and according to our DFT-RU/MM results (see Table 4), this is,
depending on the force field used, between 0.8 and 1.05 G for the
B3LYP functional and between 0.89 and 1.17 G for the PBE0
functional. A closer inspection of the DFT-RU/MM results
reveals that the solvent shift associated with water molecules in
the MM region shows a similar behavior with respect to force
field quality as in the above-discussed case and increases in the
following order independently of the exchange�correlation
functional used in calculations: MM-0 ≈ MM-1 < MM-2 <
MM-3≈MM-4. However, differences between results obtained
with different force fields are less pronounced, since the water
molecules which aremost sensitive to the quality of the force field
in this case are included in the QM region.
The QM region models, namely the one which includes only

DTBNO and the other which includes “DTBNO+2 waters”,
behave rather similarly in DFT-RU/MM calculations, and differ-
ences between two models for the HFFCs do not exceed 0.29 G
for both exchange-correlation functionals used in this work. For
the lower quality force fields, MM-0 and MM-1, the second QM
region model, which includes water molecules explicitly, gives
rise to slightly larger aN values compared to the first QM region
model, while the opposite holds for the other force fields used in
this work. Here, we would like to point out that the differences
between the two QM region models from the perspective of the
overall accuracy of the nitrogen isotropic HFCC, obtained using
the DFT-RU/MM approach, are rather small, and usage of the
simpler QM region model introduces an error similar in size to
the one obtained truncating the basis set from Huz-IVsu4 to
Huz-IIIsu3 (see Table 2). Comparing the DFT-RU/MM results
obtained for both QM region models (see Table 4), it is evident
that the changes in the description of the waters hydrogen-
bonded to DTBNO from quantum to classical affects only the
changes of the spin polarization contribution to aN, while the
direct spin density contribution remains almost unchanged. It
becomes clear that the question of which combination of the QM
region model and force field is sufficiently accurate for routine
calculations of nitrogen isotropic HFCCs in nitroxides and spin
labels is nontrivial. From the conceptual point of view, the QM
region model, which includes DTBNO and two hydrogen-
bonded water molecules, and a force field parametrized in terms
of distributed multipoles and anisotropic polarizability tensors, is
the most suitable combination for DFT-RU/MM calculations.
As we can see from Table 4, a converged description of the
nitrogen isotropic HFCC in DTBNO for this QM region model

is obtained already for the MM-3 force field. However, explicit
inclusion of solvent molecules into the QM region is highly
undesirable, as it significantly increases the computational cost
and limits the applicability of the DFT-RU/MM method to
complex environments, like cellular membranes or ion channels.
Therefore, for practical applications of the DFT-RU/MMmeth-
od, it would be advantageous to limit the QM region to the solute
itself. A closer inspection of Table 4 reveals that combining the
simpler QM region model, which includes only DTBNO, with
the MM-2 force field gives aN values close to the converged ones
computed using the more complex QM region model andMM-3
force field. On the basis of these findings, we can recommend
limiting the QM region in practical DFT-RU/MM calculations
to the nitroxide of interest and treating the environment with a
force field of similar quality to that of the MM-2 force field for
water. This recommendation relies on error cancellation be-
tween the description of the bulk part of the solvent environment
and the hydrogen-bonded solvent molecules, and its validity
must be tested further and especially for nonaqueous solutions.
After settling the issues with suitable QM region models and

force fields for DFT-RU/MM calculations, let us turn our
attention to the solvent-induced shift of this quantity. For both
QM region models, our DFT-RU/MM calculations, indepen-
dently of the force field used, show that the direct spin density
contribution to aN is almost not at all affected by the solvation of
DTBNO and that the solvent shift of the isotropic HFCC arises
solely from the spin polarization contribution. This statement
holds for most of the snapshots extracted from the CP-MD/MM
trajectory, but for some snapshots in which the improper dihedral
angle θ (see Figure 1) is large, the direct spin density contribution
to aN can also exhibit a solvent shift. However, instantaneous
configurations of DTBNO with large improper dihedral angles θ
are rarely encountered in CP-MD/MM simulations at ambient
temperature due to the steep PES for this degree of freedom (see
Figure 1), and therefore they will have little impact on the overall
behavior and size of the solvent shift of aN.
After establishing the origin of the solvent shift of the nitrogen

isotropic HFCC in DTBNO solvated in water, let us turn to the
dependence of this shift on the solvent environment. From
results presented in Table 4, we can estimate that the solvent
shift of aN is around 2.35 G at the B3LYP level (QM region
model: “DTBNO+2 waters” and MM-3 force field), where
around 56% of the solvent shift originates from direct hydrogen
bonding and the remaining part from bulk solvent. At the PBE0
level, the solvent shift is slightly larger and is around 2.63 G, but
the relative size of hydrogen bonding and bulk solvent contribu-
tions remains similar to the B3LYP case. Unfortunately, a more
detailed explanation of the spin polarization contribution to aN
upon solvation is not easily achieved, as it turns out that many
triplet orbital rotations contribute to the electron density relaxa-
tion. Finally, concluding the discussion of solvent shift of the
nitrogen isotropic HFCC in DTBNO, we point out that our
calculation results conform with the conventional explanation of
this solvent shift as a consequence of the preferential stabilization
of the zwitterionic form of the ONRR0 moiety. However, we
would like to emphasize that the origin of the larger nitrogen
isotropic HFCCs in the zwitterionic form is due to a more
effective spin polarization and not because of an increase in the
direct spin density contribution as has been suggested previously.
To complete our discussion of nitrogen isotropic HFCCs in

DTBNO solvated in water, we compare the results obtained
using our DFT-RU/MM approach with experimental data and
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results from previous studies with the integrated approach. As we
can see from Table 4, independently of the QM region model
and force field used, the DFT-RU/MM approach underestimates
the experimentally measured aN by 1.4�2.1 G at the B3LYP level
and by 0.6�1.4 G at the PBE0 level. Thus, the PBE0 functional
predicts nitrogen HFCCs in radicals with better accuracy than
the commonly used B3LYP functional, as was already noted in
previous works devoted to HFCCs.17,48 Taking into account the
strong dependence of the nitrogen isotropic HFCCs on the
exchange�correlation functional and basis set used in specific
DFT calculations, our DFT-RU/MM results compare quite
well with data from the unrestricted DFT/PCM calculations
of Pavone et al.8 and unrestricted DFT/MM calculations of
Houriez et al.13 On the basis of this set of results, we can confirm
that the DFT-RU/MM approach provides more accurate results
than conventional unrestricted DFT-based approaches and that
it thus can be recommended for studies of nitroxides in various
complex environments.

5. CONCLUSIONS

In the present work, we have taken a critical step toward
realistic modeling and design of molecular spin probes in
solution or confined environments. Our work combines up-to-
date electronic structure theory for open shell systems with new
developments of multiscale modeling techniques for solvent
interactions. The former encompasses a density functional
theory that “solves” the spin problem in that the reference state
can be maintained spin-uncontaminated, thus allowing one to
obtain a strict one-to-one mapping between electron density and
spin state of the molecule, yet proper spin polarization is
introduced in the calculation of the property. This, the so-called
restricted�unrestricted DFT approach earlier introduced by the
authors, has shown good performance in prediction of spin
Hamiltonian parameters, including the hyperfine coupling con-
stant addressed in the present work. We then used a QM/MM
response theory with a full account of intermolecular interaction
for the quantum mechanical property of the solute.

A demonstration is given for the nitrogen isotropic hyperfine
coupling constant in di-tert-butyl nitroxide solvated in water for
which we in detail investigated the representation of the QM and
MM regions required for an accurate prediction of this constant,
thus the need for additional hydrogen-bonded molecules treated
quantummechanically and the degree of granularity in the charge
and polarizability distributions of the MM water molecules. It is
found that an accurate MM force field reduces the need to
include explicit water molecules in the QM region, something
that significantly decreases computation cost and widens the
applicability tomore complex environments. TheDFT-RU/MM
technique allowed us to pinpoint the origin of the solvent shift in
great detail: Part of the solvent dependence originates in that the
nitrogen isotropic HFCC critically depends on the geometrical
structure of the ONRR0 moiety and that these geometrical
parameters change rather significantly upon solvation. Moreover,
only the direct spin density contribution to the nitrogen isotropic
HFCC exhibits a similar dependence on NO bond out of plane
motion to that of the isotropic HCCC itself, while the spin
polarization contribution behaves very differently and slowly
decreases with the increase of the absolute value of the improper
dihedral angle between the NO bond and NRR0 moiety. The
prominent role of spin polarization is an important finding, which
gives the interpretation of the shift of nitrogen isotropic HFCC

upon solvation as an adjustment to the change of spin density
relaxation, i.e., spin polarization change caused by solute inter-
action with solvent molecules.

We find that the RU-DFT/MM methods allow one to
calculate nitroxoide HFFCs with good accuracy at the same time
as it provides interpretation to the dependence on electron and
geometrical structure and solvent environment. In particular, the
ability of the method to separate the spin polarization from the
direct spin density contributions allows one to disentangle the
structure�property relations for these constants. This in turn is
an important aspect when turning to more complex, confined
environments, like protein cavities or membrane channels, where
application-specific design of the nitroxide spin labels with
optimal performance is desirable.
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ABSTRACT: The time-dependent density functional theory (TD-DFT) double-hybrid methods TD-B2-PLYP and TD-B2GP-
PLYP are applied to five linear and 12 nonlinear polycyclic aromatic hydrocarbons. The absolute errors compared to experiment for
the two lowest-lying 1La and

1Lb excited states are evaluated and it is also tested whether the energetic order of those states and their
energy difference is reproduced correctly. The results are compared to published CC2, global hybrid, and long-range corrected
hybrid TD-DFT results. The two double-hybrids outmatch the other methods in terms of absolute and relative accuracy without an
empirical adjustment of parameters. Although of different electronic character, both types of states are described on an equal footing
by the double-hybrids. Particularly, the B2GP-PLYP functional yields very good results, which is in accordance with previous
benchmarks.

1. INTRODUCTION

The theoretical description of the two lowest lying π f π*
(1La and

1Lb)
1 transitions in polycyclic aromatic hydrocarbons

(PAHs) has sporadically gained particular interest in the past
eight years. They are considered as being prototypical for low-
lying excited states in practically important organic dyes. In 2003,
Grimme and Parac showed2,3 that conventional time-dependent
density functional theory (TD-DFT)4�7 methods severely fail in
correctly describing the 1La states in linear2 and nonlinear3

PAHs. Not only were the absolute errors larger than usually
expected for valence excitation energies obtained with TD-DFT
(1La excitations were highly underestimated), but also the
molecule size-dependence of the errors was larger than found
for wave function based approaches. Moreover, the energy
difference between the 1La and

1Lb states and their relative order
was very often wrong. On the basis of a semiempirical TD-PPP
treatment,3 these errors were related to a theoretically estimated
ionicity measure of the 1La states, which is higher for more
delocalized π-systems. It is expected that a certain amount of
ionicity may generally play a role in extended organic chromo-
phores. As a first remedy of this problem, one could increase the
amount of Fock exchange in global hybrid functionals, which
generally leads to a blue-shift and smaller errors for 1La type
states; however, more covalent (nonionic) states are also
affected, and consequently, their energies are overestimated.
Several studies showed that empirically about 40% nonlocal
Fock exchange for larger and about 25% for smaller chromo-
phores represents a good compromise.8�10 Another possibility
to increase the results for extended conjugated π-chromophores
is the DFT/MRCI approach,11 as shown by Marian and Gilka
(among others also for the series of linear acenes).12 However,
for large systems with many states, applying DFT/MRCI be-
comes quickly unfeasible, and one wishes a robust single-
reference TD-DFT method to do the same good job.

Range-separated or long-range corrected (LRC) functionals
were also thoroughly assessed for valence excitations and showed

promising results.9,13,14 In 2010,Wong andHsieh evaluated LRC
functionals for the same series of linear oligoacenes as Grimme
and Parac in 2003 and observed a substantial improvement for
the 1La states compared to global hybrids.15 Very recently,
Richard and Herbert also investigated nonlinear PAHs with
LRC functionals and furthermore analyzed the nature of the
1La states by various theoretical methods.16 Those studies
revealed that LRC functionals indeed showed smaller errors
than global hybrids for the 1La states. However,

1Lb states were
not computed more accurately; in fact, their description some-
times worsened. Moreover, the results depended strongly on the
long-range correction parameter used for the range-separated
exchange-operator. Its optimal value for 1La states in PAHs is not
necessarily the best for other chromophore classes (or state
types). Richard and Herbert suggested that 1La excitations have a
partial charge-transfer (CT) character. However, standard diag-
nosis tools did not show conclusive evidence for it. Furthermore,
the extent of ionicity was shown to be dependent on the method
with which it was estimated. Thus, the nature of 1La states in
PAHs is still not fully revealed.

As mentioned above, also excited states of other extended
chromophores can have some kind of 1La or

1Lb character. From
a practical and also theoretical point of view we regard it as rather
tedious and questionable to adjust the range-separation factor of
an LRC functional for a certain class of chromophores. Particu-
larly for the application to hitherto unknown systems, this
procedure would be difficult to apply without additional compu-
tational effort (for recent advances in determining system-
dependent range-separation factors in a nonempirical way, see
refs 17�19). It seems desirable to have a method that could
describe states with varying 1La/

1Lb character equally well.
Time-dependent double-hybrid density functionals (TD-

DHDFs) proved to be promising candidates for a balanced
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and accurate description of low-lying excited states.20 It was
shown that the TD-B2-PLYP20,21 and TD-B2GP-PLYP22,23

methods can outmatch LRC functionals and the (SCS-)CC2
methods for large dyes and that they are the most accurate TD-
DFTmethods in excited state benchmarks.8,9,23 In 2009, TD-B2-
PLYP was successfully applied to theoretical electronic circular
dichroism spectroscopy.24 In one case, a chirally substituted
phenyl chromophore was examined and TD-B2-PLYP could not
only reproduce the excitation energies of the 1La and

1Lb states
but also their energy difference very well.

Herein, we will further investigate how well double-hybrid
density functionals (DHDFs) can describe the 1La and 1Lb
transitions in PAHs. First, five acenes from naphthalene to
hexacene will be examined, followed by 12 nonlinear PAHs.
The TD-B2-PLYP and TD-B2GP-PLYP methods will be tested
and compared with previously published TD-DFT, DFT/MRCI,
andCC2 values.Wewill not only assess the error in the excitation
energies compared to experiment but will also see how well the
1La�1Lb splitting and the state order is described.

2. COMPUTATIONAL DETAILS AND THEORY

Double-hybrid density functionals (DHDFs) consist of two
parts: a hybrid-GGA-like portion and a perturbative correction
(see ref 20 for a thorough introduction). First, a standard linear
response TD-DFT treatment is carried out for the hybrid part of
the functional. In the following, we will denote these portions as
B2-LYP or B2GP-LYP, respectively. B2-LYP has 53% Fock
exchange, and the latter has 65%. On the basis of the resulting
TD-DFT excitation energies and the ground state orbitals, a
perturbative CIS(D)25 type treatment is then carried out. The
resulting correlation energies are scaled as for the ground state by
0.27 (B2-PLYP) and 0.36 (B2GP-PLYP), respectively, and
combined with the hybrid result, yielding the final DHDF
excitation energy. In the following discussions, both the resulting
energies from the hybrid portions and the full DHDF energies
will be considered to separately evaluate the influence of Fock
exchange and perturbative correlation on the excitation energies.

For the present work, BH-LYP,26 B2-PLYP, and B2GP-PLYP
calculations were performed with a modified version of TUR-
BOMOLE 5.9.27�30 The perturbative CIS(D)-type corrections
for the double-hybrids were obtained with our group’s own
program, RICC,31 by making use of the resolution of the identity
(RI) approach.32 For all calculations, Dunning’s cc-pVTZ basis
set was applied,33 which yields results close to the basis set limit
for the investigated property. Auxiliary basis functions for the RI
approximation were taken from the TURBOMOLE library.34

Geometries for all systems will be taken from the work by Richard
and Herbert,16 and excitation energies generally refer to vertical
excitations. Results for other methods were also taken from
previous studies based on the cc-pVTZ basis set (except for
DFT/MRCI results, which are based on TZVP calculations).2,12,16

The prefix “TD” in front of a functional’s name will be skipped in
the following. The SCF/TD steps were performed with the
TURBOMOLE grid m434 and an SCF energy convergence cri-
terion of 10�7 Eh.

Before continuing with the discussion of the results, we want
to make a comment on the application of DHDFs with standard
program codes. Even though many programs allow double-
hybrid calculations for electronic ground states, they do not
necessarily also provide a combination with the CIS(D) type
correction, when excited states are calculated. During recent

activities as reviewers we became aware that allegedly the TD-
B2PLYP method was applied, but in fact, the CIS(D) correction

Figure 1. Signed errors (difference between theory and experiment) for
various functionals for the 1La states (a), the

1Lb states (b), and the
energy splittings between both states (c) of five polyacenes (from
naphthalene to hexacene). All results are based on calculations with
the cc-pVTZ basis. The results for B3-LYP and the two LRC methods
were taken from ref 16. Theoretically corrected, experimental reference
values were taken from ref 2.
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seemed to have been excluded. However, usage of the perturba-
tive CIS(D) correction as outlined in the first TD-B2-PLYP
publication20 is crucial. We encourage users and developers
of standard quantum chemical software to take this fact into account
in the future in order to prevent confusion and wrong usage.

3. RESULTS AND DISCUSSION

3.1. Linear Polyacenes. In the following discussion, results
for the five acenes from naphthalene to hexacene will be
considered, first. Theoretically corrected (i.e., back-corrected
for vibrational effects) experimental reference values were taken
from ref 2. Figure 1a shows the signed errors for various methods
for the 1La states. The B3-LYP and LRC functionals’ values were
taken from ref 16. All curves show a similar behavior with system
size, i.e., increasing errors for larger acenes. B3-LYP suffers from a
severe underestimation from about �0.3 to �0.55 eV (see also
Table S1 in the Supporting Information for the excitation
energies of all tested methods). Increasing the amount of Fock
exchange leads to a blue-shift, as can be seen for B2-LYP and
B2GP-LYP. The errors for the latter range between 0.1 and
�0.05 eV. Adding the perturbative correlation contribution leads
to a red-shift of the results compared to the hybrid-GGA parts.
B2-PLYP errors now range between�0.1 and�0.35 eV. B2GP-
PLYP yields very good results within the accuracy of the
reference values with an error range from about 0 to �0.2 eV.
The LRC-ωPBEh method, as tested by Richard and Herbert,
performs similarly to B2GP-PLYP; LRC-ωPBE has the smallest
error range of the methods in Figure 1a, confirming previous
conclusions on LRC functionals applied to 1La states.15,16

Note, that during the review process another work on range-
separated functionals on PAHs was published, in which also LRC
methods worked well for linear acenes.19

The picture given above changes when analyzing the errors for
the 1Lb states (Figure 1b and Table S2 in the Supporting
Information). All methods on average overestimate the excita-
tion energies. Hybrid-functionals show larger errors with increas-
ing amounts of nonlocal exchange. The long-range corrected
methods are not much better than B2-LYP and worse than B3-
LYP. The smallest errors are observed for the two DHDFs. This
finding indicates that DHDFs more adequately describe correla-
tion effects for the more multiconfigurational 1Lb states because
the CIS(D) correction accounts for higher than single excitations
which are formally absent in TDDFT and which are more
important for 1Lb than for 1La states. Both DHDFs yield very
similar results and have an error range between 0.2 and 0 eV.
Finally, the energy difference between the 1La and

1Lb states is
considered and compared to the experimental values (Figure 1c).
Even if both states had rather large absolute errors, their splitting
could be still acceptable due to systematic errors. This finding
would be particularly important for theoretical spectroscopy, for
which it is sometimes sufficient to apply constant shifts to the
spectra. Note that (opposed to all other tested methods) B3-LYP
does not reproduce the correct order of states for naphthalene.
All methods underestimate the splitting. However, the error
range is usually smaller than for the individual states, indicating at
least some error compensation. DHDFs yield here the smallest
errors, closely followed by LRC-ωPBE. The other methods show
larger deviations, and global hybrids perform worst.
The results were further analyzed statistically. For all three

energies analyzed in Figure 1, the mean (MDs) and mean
absolute deviations from experiment (MADs) were calculated

(see Table 1). Additionally, results for the BH-LYP functional
(this work), for CC2 (taken from ref 2), for DFT/MRCI (taken
from ref 12), and for LRC-μBLYP with two different values for
the long-range correction parameter μ (taken from ref 16) are
also shown. The values reflect the conclusions drawn above.
Global hybrid functionals benefit from higher amounts of Fock
exchange regarding the 1La states (MAD = 0.45 eV for B3-LYP
and MAD = 0.08 eV for B2GP-LYP), but the results become
worse for the 1Lb states (MAD = 0.15 eV for B3-LYP andMAD =
0.49 eV for B2GP-LYP). The MADs for the state splittings range
between 0.60 and 0.54 eV for the global hybrids. The results for
the LRC functionals indicate the influence of the range-separa-
tion parameter. This can be particularly seen for the LRC-μBLYP
method, which gives reasonable 1Lb but only modest 1La excita-
tion energies for a smaller μ, but shows worse (1Lb) or better
agreement (1La) with a larger value. The remaining two LRC
functionals reproduce 1La excitations very well; 1Lb states are
similarly described as by global hybrids, though. DHDFs yield
similar or even better results than the LRC functionals. B2GP-
PLYP yields improved values compared to B2-PLYP, which is in
accordance with previous benchmarks.9,23 Its MAD for the 1La

Table 1. Mean (MD) and Mean Absolute Deviations (MAD)
for Vertical Gas-Phase Excitation Energies into the 1La and
1Lb States for Five Linear Acenes (from naphthalene to
hexacene) a

method ΔE(1La) ΔE(1Lb) ΔE(1La) � ΔE(1Lb)

B2-PLYP MD �0.24 0.07 �0.31

MAD 0.24 0.08 0.31

B2GP-PLYP MD �0.13 0.09 �0.22

MAD 0.14 0.09 0.22

CC2b MD 0.05 0.22 �0.17

MAD 0.08 0.22 0.17

LRC-ωPBEc MD 0.01 0.33 �0.31

MAD 0.04 0.33 0.31

LRC-ωPBEhc MD �0.08 0.35 �0.43

MAD 0.08 0.35 0.43

LRC-μBLYPc,d MD �0.3 0.18 �0.49

MAD 0.3 0.18 0.49

LRC-μBLYPc,e MD �0.01 0.31 �0.32

MAD 0.04 0.31 0.32

B3-LYPc MD �0.45 0.15 �0.60f

MAD 0.45 0.15 0.60

BH-LYP MD �0.15 0.40 �0.56

MAD 0.15 0.40 0.56

B2-LYP MD �0.13 0.42 �0.55

MAD 0.13 0.42 0.55

B2GP-LYP MD �0.06 0.49 �0.54

MAD 0.08 0.49 0.54

DFT/MRCIg MD �0.11 �0.09 �0.02

MAD 0.11 0.10 0.03
aAlso theMDs andMADs for the state splittings [ΔE(1La)�ΔE(1Lb)]
are given. All results are based on calculations with the cc-pVTZ basis.
Theoretically corrected, experimental reference values were taken from
ref 2. bValues taken from ref 2 cValues taken from ref 16 dWith a long-
range correction parameter of μ = 0.17 a0

�1. eWith a long-range
correction parameter of μ = 0.30 a0

�1. fThe order of the two states is
wrong for naphthalene. gOn the basis of calcualtions with the TZVP
basis; values taken from ref 12.



3275 dx.doi.org/10.1021/ct200380v |J. Chem. Theory Comput. 2011, 7, 3272–3277

Journal of Chemical Theory and Computation ARTICLE

states is slightly higher than for CC2 and the LRC functionals
(MAD = 0.14 eV), but at the same time it can also describe the
1Lb states very well with an MAD of 0.09 eV, which is better than
forCC2.B2-PLYPyields a higherMAD for 1La transitions (0.24 eV),
but also a very low one for 1Lb (0.08 eV). DHDFs come closest to
the very excellent results of the DFT/MRCI method, whose
statistical values lie already within the estimated accuracy of the
reference.
3.2. Nonlinear PAHs. Finally, the DHDFs are examined for

nonlinear PAHs and compared to the B3-LYP, LRC-ωPBE, and
LRC-ωPBEh functionals (results for those are again taken from
ref 16). We took the investigated structures from the test set by
Richard and Herbert. This set originally comprised 15 systems;
however, not for every system were reference values available for
both types of states. As we also always wanted to evaluate the
state splittings and the energetic order of the states, we only took
those 12 systems, for which all data were available (see Tables S3
and S4, Supporting Information for details on the systems).
Reference values are based on measured absorption band maxi-
ma in solution;35 however, as Richard and Herbert argued, those
values should suffice to give a reliable estimate on a method’s
accuracy. Figure 2 depicts how many times a functional cannot
reproduce the order of the two states correctly. For global
hybrids with large amounts of nonlocal exchange, the results
are unacceptable. B2-LYP predicts a wrong order in nine cases
and B2GP-LYP in ten cases. Note, that it is expected that the BH-
LYP functional, which is also popular in excited states applica-
tions, would not do a good job, either. As shown in Table 1 and
also discussed in ref 23, BH-LYP results are practically identical
to B2-LYP ones, due to similar amounts of Fock exchange. B3-
LYP predicts a wrong order in five cases. The two LRC hybrids
perform much better than the global ones and give wrong orders
in only four cases. B2-PLYP performs similarly to the LRC
methods (four cases). The best functional is B2GP-PLYP, which
only gives the wrong order for one system (benzo[b]chrysene).
Richard and Herbert observed that whenever the B3-LYP

functional performed well for the 1La states, the long-range
corrected approaches yielded worse results and vice versa.
Figure 3 shows similar plots like in ref 16. Part a shows the

signed errors for all tested nonlinear PAHs for B3-LYP, LRC-
ωPBEh, and the two double-hybrids and compares them with
their respective MDs. Like for the linear acenes, B3-LYP con-
stantly underestimates the excitation energies, whereas LRC-
ωPBEh tends to overestimate them; the DHDFs show a more
balanced behavior and sometimes yield blue- or red-shifted
energies, with usually smaller absolute errors. One clearly
observes the behavior mentioned by Richard and Herbert when
comparing B3-LYP to LRC-ωPBEh. Such a clear correlation
between B3-LYP and the DHDFs is not seen; e.g., when the B3-
LYP error is in an absolute range of 0.1 eV or less, B2-PLYP
errors are often of the same order of magnitude. At first glance,
there seems to be a correlation between the errors for LRC-
ωPBEh and B2GP-PLYP. When sometimes the latter gives
worse results than B2-PLYP, also the range- separated functional
is worse and vice versa. However, there are also systems for which
this is not the case (e.g., systems 5 and 13; see the Supporting
Information for a description of these systems). Figure 3b shows
the same analysis for the 1Lb states. All functionals overestimate

Figure 2. The number of polycyclic aromatic hydrocarbons (PAHs),
for which the order of the 1La and

1Lb states is wrong. In total, 12 PAHs
were tested. The results for B3-LYP and the two LRC methods, which
were used for this analysis, were taken from ref 16.

Figure 3. Signed errors (difference between theory and experiment) for
various functionals for the 1La states (a) and the 1Lb states (b) for 12
nonlinear PAHs. All results are based on calculations with the cc-pVTZ
basis. The results for B3-LYP and the LRC method were taken from ref
16. Experimental reference values were taken from ref 35. The numbers
on the x-axes refer to the numbers given in ref 16; a full list of those
systems is given in the Tables S3 and S4, Supporting Information.
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the excitation energies, with LRC-ωPBEh yielding the highest
errors. Compared to the 1La states, the two DHDFs are more
alike in this case and have overall the smallest errors.
The MDs and additionally the MADs are also shown in

Table 2 (see Tables S3 and S4 of the Supporting Information
for all calculated excitation energies). In all cases, the DHDFs
show the best results. The MADs for the 1La transitions are
0.14 eV (B2-PLYP) and 0.15 eV (B2GP-PLYP). The MADs for
the 1Lb transitions are more than halved compared to the LRC
functionals (0.23 eV for B2-PLYP and 0.26 eV for B2GP-PLYP).
Also the energy difference between the two states is better
described by DHDFs. Considering the uncertainties due to, for
example, solvent effects, it is expected that the errors would even
be smaller, when considering a possible red-shift of about 0.1 eV
to the calculated results (as also already noted in ref 16).
Note, that DHDFs do not contain any long-range corrections.

It was shown that the description of CT transitions is better than
for global hybrids but that they are clearly outmatched by range-
separated methods for “true” CT states.9 On the other hand,
DHDFs are not problematic for the 1La states, which is a further
indication that they seem not to have large CT character.

4. SUMMARY

In this study, we have assessed the TD-B2-PLYP and TD-
B2GP-PLYP methods on five linear and 12 nonlinear polycyclic
aromatic hydrocarbons. We examined the errors for the two
lowest lying states and also checked whether their energetic
orders and differences were reproduced correctly. The two
double-hybrids outmatched global hybrid and long-range cor-
rected functionals and also the CC2 method in terms of accuracy
and balanced distribution of the errors. This means that both 1La
and 1Lb states are described on an equal footing, although their
electronic character is rather different. Particularly, the B2GP-

PLYP functional with 65% Fock exchange and 36% nonlocal
perturbative correlation yields very good results and also repro-
duces the order of the states best. Our findings are in accordance
with previous benchmarks and good results found in a few recent
applications.9,20,23,24,36 The advantage of the time-dependent
double-hybrid methodology is the equally good description of
different types of systems [for ground (see e.g. ref 37) and excited
states] without an additional, system-dependent adjustment of
parameters. The DHDFs perform better than exchange-only
hybrids because they avoid self-interaction (overdelocalization)
related errors by inclusion of a very high amount of Fock
exchange and account for higher excitations by the nonlocal [i.e.,
(D)-type] correction for the excited state. We therefore again
recommend double-hybrids for future applications to excited
state problems but note that the theory in its present form is
limited to low-lying states due to its perturbative character.
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ABSTRACT: Density functional theory (DFT) calculations of NMR chemical shifts and molecular g tensors with Gaussian-type
orbitals are implemented via second-order energy derivatives within the scalar relativistic zeroth order regular approximation
(ZORA) framework. Nonhybrid functionals, standard (global) hybrids, and range-separated (Coulomb-attenuated, long-range
corrected) hybrid functionals are tested. Origin invariance of the results is ensured by use of gauge-including atomic orbital (GIAO)
basis functions. The new implementation in the NWChem quantum chemistry package is verified by calculations of nuclear
shielding constants for the heavy atoms in HX (X = F, Cl, Br, I, At) and H2X (X = O, S, Se, Te, Po) and 125Te chemical shifts in a
number of tellurium compounds. The basis set and functional dependence of g-shifts is investigated for 14 radicals with light and
heavy atoms. The problem of accurately predicting 19FNMR shielding in UF6�nCln, n = 1�6, is revisited. The results are sensitive to
approximations in the density functionals, indicating a delicate balance of DFT self-interaction vs correlation. For the uranium
halides, the range-separated functionals are not clearly superior to global hybrids.

1. INTRODUCTION

Magnetic resonance spectroscopy is of high importance in
basic and applied research. In the past decades, much effort has
been directed at computations of such parameters for molecules
starting from first principles theory.1�7 This report is concerned
with NMR nuclear magnetic shielding as well as electron
paramagnetic resonance (EPR) g-shifts and, more specifically,
with relativistic effects. A free electron has a g factor of ge ≈
2.0023. A deviation of g from ge, associated with the effective spin
of a molecule, is linked to spin�orbit (SO) coupling, which is a
relativistic effect. The g shift tensor Δg quantifies the deviation
from the isotropic free electron case and represents one of the
sets of parameters that defines the EPR spectrum.8 The g tensor
is also important when considering paramagnetic effects in the
NMR of open shell molecules.9�12 The “regular”NMR shielding
has a nonvanishing, nonrelativistic limit. However, due to the
nature of the quantum mechanical operators involved in its
calculation, relativistic effects on NMR shieldings can be highly
significant and have been the subject of much theoretical work
spanning several decades.2,13�19

The method of choice for first-principles computations of
magnetic resonance parameters of large molecules with heavy
elements and metal complexes is density functional theory
(DFT), due to its attractive balance of computational cost and
the accuracy level that can be attained in the computations.
The combination of DFT with the approximate two-component
relativistic zeroth-order regular approximation (ZORA)20,21 re-
presents an efficient way of carrying out correlated relativistic
electronic structure calculations. ZORA is one among several
efficientmethods available to perform relativistic electronic structure

and magnetic property calculations. Among the more widely
applied methods, we mention the two-component Douglas�
Kroll�Hess approach22�24 and (usually somewhatmoredemanding)
fully relativistic methods.25 The ZORA Hamiltonian has been
found to be a suitable choice for computations of magnetic
resonance parameters26�35 because it can accurately generate
relativistic effects for molecular properties that are dominated by
valence orbital contributions, such as NMR chemical shifts,
J-coupling, and g-shifts. Further, it is straightforward to derive
ZORA perturbation operators for magnetic properties, and to
calculate matrix elements thereof, using numerical integration. In
molecular DFT calculations where numerical integration of the
exchange-correlation (XC) potential and the associated response
kernels is standard practice, one might argue that there is not
much to gain from calculating ZORA perturbation operator
matrices fully analytically because such techniques require addi-
tional approximations.36 We note, however, that analytic inte-
grals can be utilized in ZORA computations, for instance by
separating nonrelativistic contributions from integrals involving
relativistic operators.37 Magnetic resonance calculations re-
ported in the works cited above have utilized the ZORA
implementations of the Amsterdam Density Functional (ADF)
package.38 This code employs Slater-type orbital (STO) basis
sets and density fitting for calculating the Coulomb potential and
has already for a long time incorporated methods for ZORA
calculations of a variety of NMR and EPR parameters as well as
other molecular response properties. Hybrid DFT functionality
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for magnetic resonance parameters in this STO-based program
has been reported recently.28,31,35,39

Herein, we report the development of a ZORA methodology
for scalar relativistic DFT computations for NMR shielding
tensors and EPRΔg tensors in the NWChem package,37 utilizing
gauge-including atomic orbitals (GIAOs) to ensure origin-
invariant results. The implementation makes use of the coupled-
perturbed Hartree�Fock equation solver originating in Dupuis’
nonrelativistic GIAO shielding implementation in NWChem,40

which would have to be redesigned to enable spin�orbit calcula-
tions. NWChem employs Gaussian-type orbital (GTO) basis sets
for molecular calculations. Its DFT module has recently been
extended41�46 to allow for computations with range-separated
hybrid functionals.47�49 This class of functionals shows promise
for alleviating certain problems in DFT and time-dependent DFT
calculations of response properties such as the correct asymptotic
behavior of the potential and the treatment of charge transfer. The
ZORA implementation for NMR and EPR utilizes numerical
integration methods for operator matrix elements that we recently
implemented in NWChem for relativistic calculations of electric
field gradients.50 The availability of the new static linear response
ZORA functionality developed for this work is used to investigate
the performance of relativistic magnetic resonance DFT calcula-
tions in conjunction with range-separated hybrid functionals.
Further, we aim to test the suitability of relatively common
Gaussian-type basis sets (such as the ones used in previous work
on ZORA electric field gradients) for scalar ZORANMR chemical
shift and EPR g shift computations.

There is a body of data showing that nonhybrid functionals
occasionally perform poorly in calculations of g-shifts ranging
from light organic radicals to heavymetal complexes10,24,51�58 and
NMR shielding in metal complexes.13,19,59�61 Standard (global)
hybrid functionals also do not consistently perform well, in
particular for metal complexes. It is therefore interesting to
investigate the performance of range-separated hybrids in
conjunction with a relativistic method. As an example, fluorine
chemical shifts in U(VI) complexes have been determined
previously with nonrelativistic hybrid DFT computations employ-
ing a relativistic ECP for uranium.60,62 It was found that the 19F
chemical shifts are sensitive to the computational model. For
instance, the ordering of the fluorine shift in UF6 versus fac-
UF3Cl3 is predicted incorrectly with nonhybrid functionals and
the B3LYP hybrid functional, whereas the correct ordering is
obtained with the BHLYP functional, which has a much larger
fraction of Hartree�Fock (HF) exchange than B3LYP (50 vs
20%). In a benchmark study of molecular g-tensors, we
determined recently that the PBE0 hybrid performed similarly
to the nonhybrid PBE functional across a small-molecule test
set including inorganic and organic radicals with light and heavy
metal atoms,35 but it is unclear yet how all-electron relativistic
calculations with range-separated hybrid functionals perform in
comparison. For the case of the 19F shielding in UF6�nCln, n =
1�6, it is shown herein that there is a difficult balance between
reproducing the magnitude of the shielding and trends such as
UF6 versus fac-UF3Cl3 where hybrid functionals with a large
fraction of HF exchange perform better, and other trends among
the set of complexes that appear to be better reproduced with
nonhybrid functionals and B3LYP, albeit with an overall too
small magnitude of the 19F shieldings. The range-separated
hybrids yield shielding constants that are closer to experimental
results and to calculations with 50% global hybrids, without
achieving a breakthrough improvement over the latter. For the

g shift test set, we find comparable results calculated with CAM-
B3LYP and the PBE0 global hybrid (25% HF exchange).

Following this Introduction, theoretical details of the ZORA
linear response shielding and g shift calculations are provided in
section 2 along with details about the implementation, such as
the numerical integration of the relevant perturbation operator
matrix elements. Computational details are provided in section
3. Results from various benchmark computations are provided
in section 4 in order to verify the implementations and in-
vestigate the performance of nonhybrid vs hybrid DFTwith global
fixed fractions of HF exchange vs range-separated hybrid func-
tionals. This work concludes with a brief summary and outlook in
section 5.

2. THEORETICAL METHODS

A component of the chemical shift tensor can be calculated
within a DFT framework from variational perturbation theory as
a second derivative of the energy E as

σuv ¼ ∂
2E

∂Bu∂μv
ð1Þ

Here, Bu is the component of an external magnetic field, and μv is
a component of the nuclear spin magnetic moment vector of the
nucleus atwhich the shielding tensor is calculated, and u,v∈ {x, y, z}.
Here and elsewhere, it is assumed that magnetic-field-related
perturbation parameter derivatives are taken at Bu = 0 and μv = 0.
Within a scalar relativistic or nonrelativistic framework, one can
also define the components of the electronic g-tensor as a second
derivative of the molecular energy63

guv ¼ 1
βe

∂
2E

∂Bu∂Sv
ð2Þ

in which case spin�orbit coupling is treated as a perturbation and
not included in the ground state calculation.Here, Sv is a component
of the effective spin vector of the molecule. The Bohr magneton
βe = ep/(2me) enters the expression based on usual conventions
for the EPR spin Hamiltonian.8 In the Dirac theory of the
electron, the free electron ge is exactly 2. In the following, atomic
units where geβe = 1 are used. The calculations determine g-shifts
Δg directly as deviations from the free electron g value. There-
fore, it is not necessary to specify a particular value for ge in the
implementation.

As Schreckenbach and Ziegler have demonstrated within the
framework of the Pauli Hamiltonian,63 the computational ma-
chineries for shielding andΔg tensors based on eqs 1 and 2 share
many common components. Functionality for shielding and Δg
tensors can therefore be developed in a concerted fashion. The
calculations for Δg and NMR shielding reported here include
scalar relativistic effects variationally in E. For g-shifts, spin�orbit
(SO) coupling is treated as a perturbation. For shielding tensors,
the effects from SO coupling are presently neglected. Some
research groups have developed theoretical methods for calcula-
tions of g tensors as first derivatives of the energy instead, with
SO coupling included variationally in the unperturbed set of
orbitals,34,55�57,64 We plan to investigate such an approach in
conjunction with ZORA in a follow-up report. A recent compar-
ison of the first-order and second-order derivative methods in
their respective implementations in the ADF code using ZORA
in conjunction with STO basis sets has shown that they can yield
comparable results35 overall, with the notable exception of the
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known symmetry-related breakdown of the second-order ap-
proach for the Δg tensor components in linear molecules.65 In
this context, we note recent work by Hrobarik et al. where
differences in treating SO coupling as a first-order perturbation
versus as a higher order one were found to be significant.66

For the shielding tensor calculations, a closed-shell reference is
assumed. The g-tensor calculations are based on spin-unrest-
ricted DFT computations. In a scalar relativistic spin-unrestricted
Kohn�Sham DFT approach with singly occupied pure R and
β spin orbitals, the maximum spin projection is

Sz ¼ nR � nβ
2

ð3Þ

where nR and nβ are the numbers of occupied orbitals of R and
β spins, respectively. The “spin derivative” in eq 2 as well as the
associated operator derivatives (vide infra) are understood to be
taken in the expectation value after the action of spin dependent
operators on the orbitals has been considered. This procedure
leads to an overall factor of Sz

�1 in the final expression for the g-
tensor and to contributions of opposite signs from R and β spin
orbitals, respectively. For details and a review of pertinent
literature see refs 5, 6, and 35 as well as the review articles by
Kaupp et al. and Neese cited in the Introduction. In the NMR
shielding tensor calculations, the contributions from R and
β orbitals reinforce each other.

The ZORA one-electron Fock operator used in DFT with a
local effective potential V reads in atomic units:20

ĥ ¼ V þ 1
2
ðσ~ 3 p̂ÞK ðσ~ 3 p̂Þ

¼ V þ 1
2
p̂ 3K p̂ þ 1

2
iσ~ 3 ðp̂K � p̂Þ ð4Þ

with

K ¼ 2c2

2c2 � V
ð5Þ

Further, σB is the 3-vector of 2 � 2 Pauli spin matrices, with
components σB = (σx,σy,σz), and p̂ = �i∇ is the momentum
operator. The last term in eq 4 is the ZORA spin�orbit operator
which, for the purpose of this work, is neglected in the shielding
computations and included as a perturbation in the g shift cal-
culations. The unperturbed Kohn�Sham orbitals ji

(0) are
determined with the scalar relativistic ZORA (ZORA-SR)
Fock operator

ĥð0Þ ¼ V þ 1
2
p̂ 3K p̂ ð6Þ

The potential V in eqs 4 and 6 is determined self-consistently
for systems with more than one (spin) orbital and may be
adapted in the usual way for standard and range-separated
hybrid functionals to include exact exchange contributions.
The potential V used to construct K in eq 5 is in the
NWChem implementation approximated as a sum of (local)
atomic Hartree potentials VA as V ≈ ∑A VA.

37,50 A related
approach was taken by van W€ullen for a ZORA implementa-
tion in the Turbomole code67 and by Philipsen et al. for an
implementation in the Amsterdam Density functional (ADF)
package.68 Such approximations in the ZORA operator have
since been demonstrated to be a practical and accurate way to
enable ZORA relativistic computations for large systems.

The shielding and the g-tensor involve magnetic field deriva-
tives. In order to avoid origin-dependent results, we adopt a
“gauge-including atomic orbital” (GIAO)69,70 basis set. In terms
of a standard atom-centered GTO or STO basis set {χs}, the
GIAOs ξs(B) are given as

ξsðBÞ ¼ χs exp � i
2
ðB� RsÞ 3 r

� �
ð7Þ

where Rs is the center of the AO basis function χs. Below,
the electron location with respect to a basis function center,
rs = r � Rs, is used frequently. The coefficients for the un-
perturbed MOs in the basis set are denoted as Csi

(0). The basis set
coefficients of the magnetic field perturbed MOs for field
direction u are Cri

(u). It is beneficial to utilize elements of the
scalar relativistic density (+) and spin-density (�)matrices in the
AO basis given by

Pð0ÞR ( β
rs ¼ ∑

i
nRi Cð0ÞR

ri C�ð0ÞR
si ( ∑

i
nβi C

ð0Þβ
ri C�ð0Þβ

si ð8aÞ

and

PðuÞR ( β
rs ¼ ∑

i
nRi ½Cð0ÞR

ri C�ðuÞR
si þ CðuÞR

ri C�ð0ÞR
si �

( ∑
i
nβi ½Cð0Þβ

ri C�ðuÞβ
si þ CðuÞβ

ri C�ð0Þβ
si � ð8bÞ

where the ni
γ, γ = R and β, are the occupation numbers for

the spin orbitals. For the magnetic field perturbation and real
one-component unperturbed orbitals, the perturbed orbital and
spin-density matrices are imaginary. For the calculation of the
perturbed MO coefficients, we employ a modified version of the
coupled-perturbed Kohn�Sham (CPKS) equation solver that
was originally implemented in NWChem by Dupuis40 for the
purpose of nonrelativistic NMR calculations. The ZORA func-
tionality incorporates extensions for the computation of DFT
contributions to the perturbed Fock matrices used to determine
the Cri

(u). These modifications entail the use of numerical
integration to determine AO matrix elements for a scalar ZORA
external magnetic field perturbation operator suitable for GIAO
computations:

ĥðuÞrs ¼ � i
4
½K ðrr � ∇Þu þ ðrs � ∇ÞuK � ð9Þ

and the use of the unperturbed ZORA Fock operator, eq 6, in
GIAO magnetic field derivatives of the Fock operator matrix
elements needed in the CPKS solver,40 which requires matrix
elements of

ĥSR, ðuÞrs ¼ � i
4
∇K ½r � ðRs � RrÞ�u 3∇ ð10Þ

Another modification has been necessary in the CPKS solver
related to the calculation of two-electron integrals and their
GIAO magnetic field derivatives, which are calculated in
NWChem using Rys quadrature. These modifications are de-
scribed in the Appendix. For further details regarding the CPKS
procedure, we refer the reader to Dupuis’ original paper,40 which
expands on many of the associated technical details.

Working expressions that were implemented for the calcula-
tion of GIAO chemical shift and Δg tensor elements are as
follows:
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Diamagnetic nuclear magnetic shielding, nucleus Q:

σd
uv ¼ ∑

r, s
Pð0ÞR þ β
rs Æχrj

1
2
½ĥðu, vÞr,Q þ ĥðu, vÞs,Q �jχsæ þ ÆχrjR̂ðu, vÞ

rs,Q jχsæ
� �

ð11aÞ
Paramagnetic nuclear magnetic shielding, nucleus Q:

σp
uv ¼ ∑

r, s
2Re PðuÞR þ β

rs ÆχrjĥðvÞQ jχsæ
n oh

þ Pð0ÞR þ β
rs

i
2
ðRr � RsÞuÆχrjĥðvÞQ jχsæ

i
ð11bÞ

Diamagnetic Δg:

Δgduv ¼
4

nR � nβ
∑
r, s
Pð0ÞR � β
rs ½Æχrjĥðu, vÞs jχsæþ ÆχrjR̂ðu, vÞ

rs jχsæ�

ð12aÞ
Paramagnetic Δg:

Δgpuv ¼
4

nR � nβ
∑
r, s

2Re PðuÞR � β
rs ÆχrjĥðvÞjχsæ

n oh

þ Pð0ÞR � β
rs

i
2
ðRr � RsÞuÆχrjĥðvÞjχsæ

i
ð12bÞ

The prefactors in eq 12 represent 1/(βeSz), where eq 3 has been
used for the effective spin. Going back to a suggestion by Fukui,71

GIAO-related terms have been grouped to yield diamagnetic and
paramagnetic shielding and Δg tensors that are individually
origin-independent. The total tensors are given by the sum of
the paramagnetic and diamagnetic components. The various
operators in eqs 11 and 12 are as follows:

Shielding tensor, eq 11:

ĥðvÞQ ¼ � i
2
½K ðrQ � ∇Þv

r3Q
þ ðrQ � ∇Þv

r3Q
K � ð13aÞ

ĥðu, vÞs,Q ¼ K
2r3Q

ðδuvrQ 3 rs � rQ , urs, vÞ ð13bÞ

R̂ðu, vÞ
rs,Q ¼ 1

4
½ðrQ � ∇Þv

r3Q
K ½rr � ðRs � RrÞ�u þ ð13cÞ

K ½rs � ðRs � RrÞ�u
ðrQ � ∇Þv

r3Q
� ð13dÞ

Δg tensor, eq 12:

ĥðvÞ ¼ � i
2
ð∇K � ∇Þv ð13eÞ

ĥðu, vÞs ¼ 1
4
fδuv∇ 3 ðK � 1Þrs �∇uðK � 1Þrs, vg ð13fÞ

R̂ðu, vÞ
rs ¼ i

2
½rs � ðRs � RrÞ�uĥðvÞ ð13gÞ

Curly brackets indicate where derivatives are taken only in the
operator, i.e., where ∇ is not acting on any basis functions or
orbitals to the right. Using (K � 1) instead ofK in eq 13f has
the effect of subtracting the free electron g value from the
calculated g-tensor, and thus eq 12 yieldsΔg. Magnetic perturba-
tion operators in ZORA typically afford derivatives of K .

AO matrix elements of the operators are calculated in our
implementation by numerical integration. By using the turnover
rule for the momentum operator and/or partial integration,
derivatives of K can be switched over to the basis functions
χr and χs instead.

Matrix elements for the external magnetic field operator, eq 9,
are calculated as

HðuÞ
rs ¼ i

4
ðLrs,mn � L

�
sr,mn � ½Lrs, nm � L

�
sr, nm�Þ ð14aÞ

with Lrs,mn given in terms of basic AO integrals as

Lrs,mn ¼ Æ
∂χr
∂rn

jK rmjχsæ� Rs,mÆ
∂χr
∂rn

jK jχsæ ð14bÞ

where umn = xyz,yzx,zxy. Matrix elements for the scalar relati-
vistic operator of eq 10 were implemented as

HSR, ðuÞ
rs ¼ i

4
½Rsr, b∑

p
Yrs, pp, a � Rsr, a∑

p
Yrs, pp, b� ð14cÞ

withRsr =Rs� Rr, uab = xyz,yzx,zxy, and basic AO integrals Yrs,pq,a
given as

Yrs, pq, a ¼ Æ
∂χr
∂rp

jraK j∂χs
∂rq

æ ð14dÞ

Matrix elements of the ZORA analog of the paramagnetic
spin�orbital (PSO) operator, eq 13a, were implemented as

HðvÞ
rs,Q ¼ i

2
ðNrs,mn �N

�
sr,mn � ½Nrs, nm �N

�
sr, nm�Þ ð14eÞ

with Nrs,mn given as

Nrs,mn ¼ Æ
∂χr
∂rn

jK rQ ,m

r3Q
jχsæ ð14fÞ

where vmn = xyz,yzx,zxy.
Matrix elements of the ZORA diamagnetic GIAO shielding

operator eq 13b, were implemented as

Hðu, vÞ
rs,Q ¼ 1

4

�Iðu, vÞrs,Q u 6¼ v

∑
p 6¼u

Iðp, pÞrs,Q u ¼ v

8><
>: ð14gÞ

where Irs,Q
(u,v) is given in terms of basic AO integrals as

Iðu, vÞrs,Q ¼ 2Æχrj
K rurv
r3Q

jχsæ þ RQ , uðRr, v þ Rs, vÞÆχrj
K
r3Q

jχsæ

� ðRr, v þ Rs, vÞÆχrj
K ru
r3Q

jχsæ� 2RQ , uÆχrj
K rv
r3Q

jχsæ ð14hÞ

The matrix elements of eq 13c were implemented as follows:

Rðu, vÞ
rs,Q ¼ 1

4
fRsr, b½Brs,mn, a � B

�
sr,mn, a � ðBrs, nm, a � B

�
sr, nm, aÞ�

� Rsr, a½Brs,mn, b � B
�
sr,mn, b � ðBrs, nm, b � B

�
sr, nm, b�g

� i
2
ðRr � RsÞuHðvÞ

rs,Q ð14iÞ
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where uab = xyz,yzx,zxy; vmn = xyz,yzx,zxy; and Brs,mn,a is given
as

Brs,mn, a ¼ ÆχrjraK
rQ ,m

r3Q
j∂χs
∂rn

æ ð14jÞ

with ra = x,y,z. Further, Rsr = Rs � Rr.
Matrix elements for the spin�orbit operator derivative,

eq 13e, needed for the Δg tensor are calculated as

HðvÞ
rs ¼ i

2

Z
d3rðK � 1Þ½f∇χ�r g � f∇χsg� ð14kÞ

using AO integrals of the form Æ(∂χr/∂rm)|K � 1|(∂χs/∂rn)æ.
In eq 14k, use ismade of the fact that∇K �∇ =∇ (K � 1)�∇
in order to eliminate vanishing contributions.35 For the bilinear
perturbation operator, eq 13f, in the Δg tensor, matrix elements
are calculated as

Hðu, vÞ
rs ¼ � 1

4
½δuv∑

n
ðMrs, nn, s þ M

�
sr, nn, sÞ � ðMrs, uv, s þ M

�
sr, uv, sÞ�

ð14lÞ
with Mrs,uv,t given as

Mrs, uv, t ¼ Æ
∂χr
∂ru

jðK � 1Þrt, vjχsæ ð14mÞ

where rt,v = rv � Rt,v.
Finally, we have the matrix elements of eq 13g, which were

implemented as

Rðu, vÞ
rs ¼ � 1

4
½Rsr, b½Ars,mn, a � A

�
sr,mn, a�

� Rsr, a½Ars,mn, b � A
�
sr,mn, b� þ

δuv∑
n
Rsr, nÆχrjðK � 1Þj∂χs

∂rn
æ� Rsr, vÆχrjðK � 1Þj∂χs

∂ru
æ�

� i
2
ðRr � RsÞuHðvÞ

rs ð14nÞ

with

Ars,mn, a ¼ Æ
∂χr
∂rm

jraðK � 1Þj∂χs
∂rn

æ ð14oÞ

Equation sets 11, 12, 13, and 14 form the working expressions for
the ZORA implementation of NMR shielding and Δg tensors in
NWChem.

The formalism outlined here corresponds to “unscaled”
ZORA computations. A “scaled” ZORA variant has been
suggested by Wolff et al.26 In the scaled ZORA approach, the
shielding tensor is formulated in terms of a sum of derivatives of
the Kohn�Sham orbitals ji and their energies εi. As was shown
by van Lenthe,72 the ZORA orbital energies of one-electron
systems can be improved considerably toward the fully relativistic
value by applying a scaling factor

εscaled -ZORAi ¼ Siε
ZORA
i ð15Þ

where, in a scalar relativistic ZORA framework

Si ¼ 1 þ Æjijp̂
c2

½2c2 � V �2 p̂jjiæ

" #�1

ð16Þ

The scaling factors can be conveniently included in the unper-
turbed and perturbed density matrices in eqs 8a and 8b.50 For
valence orbitals, which dominate the chemical shifts, the scaling
factors are close to 1 and do not severely alter the results. Larger
effects are generally obtained for core orbitals where the unscaled
ZORA orbital energies and related terms in derivative properties
are not very accurate.

3. COMPUTATIONAL DETAILS

The new implementation and computations reported herein
are based on a 2011 developer’s version of the open source
NWChem package.73�75 Recently developed ZORA function-
ality reported by Nichols et al.37 and by us50 has been utilized and
extended for scalar ZORA linear response DFT computations
as described in section 2. Consistent with a previous ZORA
implementation of g-shifts as second order derivatives in the
Amsterdam Density Functional (ADF) package,38,35 spin�other-
orbit (SOO) terms have been neglected since our main focus is
on systems with heavy atoms. For a justification of this approx-
imation, see ref 76. Finite nuclear models were not used for the
present study.

Computations that were performed mainly to validate the
NWChem ZORA-SR shielding module employed the set of
diatomic molecules HX (X = F, Cl, Br, I, At) and theH2X (X =O,
S, Se, Te, Po) series. Geometries for HX and H2X were obtained
from refs 77 and 78, respectively. For the heavy atoms X, we
employed a Gaussian-type atomic orbital (GTO) basis set with
sufficient flexibility in the core region to be able to describe the
scalar ZORA effects on the orbitals. The ANO-RCC basis sets by
Roos et al.79 in a fully uncontracted fashion were found to be
suitable for this purpose (for a related ZORA benchmark of
electric field gradients, see ref 50). For hydrogen, the TZVPP
basis set byWeigend and Ahlrichs80 was used. This and the other
basis sets were downloaded from the EMSL basis set exchange.81,82

A second set of calculations aimed at verifying the implementa-
tion was performed for a set of selected molecules containing
tellurium. These systems have been used previously to explore
scalar relativistic effects on NMR chemical shifts.83�85 For
the Te benchmark, we employed two sets of geometries: (a)
geometries obtained from X-ray diffraction, as reported in ref 86
for TeCl4, ref 87 for TeF2C2F6, ref 88 for TeMe2Cl2, ref 89 for
TeO6H6, ref 90 for TeF6, ref 91 for TeMe2, ref 92 for TeMe4,
and ref 93 for TeH2; (b) optimized geometries obtained with
ADF using the Becke8894+Perdew8695 (BP) functional and
a triple-ζ doubly polarized ZORA STO basis set (TZ2P). For
theNWChemNMR calculations, we employed the uncontracted
ANO-RCC basis set for tellurium and the 6-311G* Pople GTO
basis set on the ligands. For comparison, ZORA-SR NMR
computations were carried out with a developers version (pre-
2011 release) of ADF using a quadruple-ζ multiply polarized
(QZ4P) ZORA STO basis set for all atoms. For the validation
and comparison with ADF, the following functionals were
applied in the NMR computations: BP and the Becke three-
parameter Lee�Yang�Parr (B3LYP) hybrid.96 The performance
of the NWChem ZORA-SR shielding module for the evaluation
of 125Te chemical shifts has been further tested by comparing
calculated results with experimental data, using the functionals
BP and B3LYP, and the standard parametrization of a Coulomb-
attenuated (range separated) version of B3LYP,48 denoted here
as CAM-B3LYP-A or short:CAM-A. In this parametrization, the
fraction of Hartree�Fock exchange at large electronic separa-
tions approaches R + β = 0.65.
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The calculations of the uranium(VI) chloride fluorides
UF6�nCln employed optimized geometries reported by Straka
and Kaupp,60 which were obtained with the B3LYP functional
and a scalar relativistic effective core potential (ECP). We used
the uncontracted ANO-RCC basis set for uranium, with h func-
tions removed in order to save computational resources. A
justification for removing these functions in DFT calculations
has been provided in ref 50. Since for the U(VI) complexes the
main interest is in the ligand NMR shielding, a basis set devised
for calculations of magnetic properties, namely the IGLO-III
basis,97 has been used for F and Cl. For comparison with previ-
ously published work on these systems, the calculations emp-
loyed the BP and B3LYP functionals as well as a global hybrid
with 50% HF exchange, BHLYP. The performance of range-
separated functionals was further tested with a parametrization
of CAM-B3LYP denoted here as CAM-B where R + β = 1
(fully long-range corrected), and a fully long-range corrected
hybrid form98 of thePerdew�Burke�Ernzerhof (PBE) functional,95

which is denoted here as LC-PBE0.
The computations involving the NWChem ZORA-SR g-shifts

module were carried out for a set of small radicals for which
geometries were optimized with ADF using ZORA/BP/TZVP
with the exception of CdF, HgCN, and HgAg, where we used
optimized bond lengths from ref 99. For the members of the test
set with less heavy atoms, viz., CH2, CH3, CHO, HSiO, HSiS,
SiOH, and SiSH, the IGLO-III basis set was used. For themolecules
with heavier atoms, viz., TiF3, CdF, HgF, HgCN, HgF, HgAg,
and NpF6, the uncontracted ANO-RCC basis was used for Ti,
Cd, Hg, Ag, andNp (with h functions removed for Ti andNp and
g functions removed for Cd, Hg, and Ag) and IGLO-III for the
other atoms. A second set of g-shifts computations was per-
formed using the 6-311G** basis set in place of IGLO-III. For
comparison, we computed g shifts using ADF with the TZ2P
basis set and the following methodologies: (i) a recently im-
plemented second derivative g shift code for STO basis sets
discussed in ref 35 and (ii) the van Lenthe, Wormer, and van der
Avoird (LWA) implementation in ADF34 which calculates the g
tensor as a first derivative, with SO coupling included variation-
ally in the ground state. For the g shift benchmark, the following
functionals were employed: PBE, a global hybrid based on PBE
with 25% HF exchange (PBE0),100,101 and CAM-A.

Default “extra fine” integration grids were used except for
tellurium in tellurium complexes; uranium, fluorine, and chlorine
in uranium halides; and neptunium and fluorine in NpF6 where
radial grids with additional points (350 radial grids in total) were
used for better convergence of the numerical perturbation
operator matrix elements. In the cases of HX, H2X, and tellurium
complexes, we checked the performance of the adopted numerical
grid by comparing nonrelativistic shieldings obtained via analy-
tical and numerical integration, respectively.

4. RESULTS AND DISCUSSION

4.1. Shielding of X in HX and H2X. This section is mainly
concerned with a validation of the ZORA-SR shielding imple-
mentation. Table 1 provides the relativistic effects obtained from
scalar ZORA B3LYP computations of the heavy atom shielding
constants for HX where X = F, Cl, Br, I, and At and for H2X
where X = O, S, Se, Te, and Po. The columns labeled as nonrel
provide the calculated nonrelativistic shielding, which has been
used to obtain the relativistic effects labeled as Δ(rel) by taking
the difference of the relativistic and the nonrelativistic shielding.

Although the ANO basis used for the heavy atoms X is not
optimal for nonrelativistic calculations (in particular for the
heaviest members of the series), its use in a fully uncontracted
form should provide sufficient flexibility in order to obtain a
reasonable estimate for the relativistic corrections. The same
argument applies to the QZ4P Slater-type basis set used for the
computations with ADF. Table S1 in the Supporting Information
(SI) is similar to Table 1 but collects results obtained with the
nonhybrid BP functional instead.
Overall, there is close agreement between the shielding constants

calculated with the ZORA implementations in NWChem and
those in the ADF program. The relativistic effects on the
shielding constants generated by ZORA-SR are particularly close
for the nonhybrid BP functional (see SI) but also very similar in
the hybrid DFT calculations with the B3LYP functional. Differ-
ences between the two codes must be expected, most impor-
tantly due to the different nature of the basis sets (GTO versus
STO, and details on how these basis sets were optimized) and the
numerical integration grids used to calculate DFT-related XC
contributions. Further, the HF exchange contributions in ADF
are calculated via an orbital-pair density fitting procedure and
therefore affected by the quality of the auxiliary density-fit basis
sets that accompany the STObasis sets included in the ADF basis
set library. Another contributing factor is how the potential in the
denominator inK , eq 5, is approximated: NWChem uses a sum
of atomic nuclear and Hartree potentials, whereas ADF further
includes a sum of approximate exchange-correlation potentials.
Keeping these technical differences inmind, the agreement of the
results obtained with the two ZORA implementations can be
considered as excellent, showing that comparable relativistic effects
in the shielding constants are generated. Considering, further,
that calculations of chemical shifts tend to furnish cancellation of
systematic errors such as those from numerical integration, the
new implementation in NWChem is expected to predict very
comparable chemical shifts to the one in ADF when using the
same functionals and basis sets of comparable flexibility.

Table 1. Comparison of Scalar Relativistic Effects Δ(rel) on
Nuclear Shielding Obtained with NWChema (Implementation
Described in Section 2) and ADFb. B3LYP functionalc.

σiso NWChem σiso ADF

systemd nonrel Δ(rel)e nonrel Δ(rel)e

H2O 326.5 �0.6 327.0 �0.6

H2S 700.5 �4.9 700.4 �4.5

H2Se 2084 �50.2 2084 �48.8

H2Te 3547 �177.9 3549 �182.7

H2Po 7080 �828.3 7080 �832.7

HF 411.3 �0.8 412.6 �0.8

HCl 938.1 �5.1 937.7 �5.0

HBr 2571 �44.0 2572 �43.2

HI 4433 �146.6 4434 �149.0

HAt 8451 �709.7 8453 �717.9
a Scaled ZORA-SR with uncontracted ANO basis for X and TZVPP
for H. b Scaled ZORA-SR with QZ4P STO basis set for X and TZ2P
for H. NMR implementation of Wolff et al.26 cComputed shielding
of X for H2X (X = O, S, Se, Te, Po) and HX (X = F, Cl, Br, I, At).
d Equilibrium geometries for HX and H2X taken from refs 77 and 78.
eΔ(rel) = σiso

SR � σiso
nonrel.
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Manninen et al.102 have previously calculated relativistic effects
of order c�2, corresponding to the Breit�Pauli operator, on
nuclear shielding of the HX and H2X series directly as perturba-
tions, using nonrelativistic HF and complete active space (CAS)
MCSCF wave functions. The effects were divided into passive
and active contributions, with the former originating from relativistic
changes of the wave function and the latter from relativistic terms
O (c�2) in the magnetic perturbation operators. A comparison of
our results with those of Manninen et al. shows the following: (i)
The nonrelativistic shieldings differ by about 3�7%, which must
be attributed to basis set effects and the different treatment of
correlation and exchange in the calculations. (ii) Regarding the
relativistic effects on the X shielding, we considered the “passive”
SR terms of Table 1 of ref 102 and a scalar relativistic (SR)
“active” term from Table 3 but no terms involving the Fermi-
contact and spin-dipole operators. The ZORA analogs of the
latter contribute to the shielding in variational relativistic calcula-
tions with spin�orbit coupling included and will be the subject
of a follow-up study. The sum of several passive scalar relativistic
terms was calculated to be positive by Manninen et al. in ref 102
but shown to be sensitive to the basis set—in particular the
augmentation with high exponents—and correlation. The sensi-
tivity arises in part from a cancellation of perturbation terms
of opposite sign, which in some cases individually exceed the
total by more than an order of magnitude. An active orbital�
Zeeman�kinetic energy term was calculated to be positive for
the HX and H2X series and shown to be relatively insensitive to
correlation. The SR effects on the X shielding are calculated to
be negative with ZORA DFT. However, Manninen et al. noted
in ref 102 that a large negative active SR contribution to the
shielding was neglected in the study. This and other previously
neglected terms were later calculated explicitly, leading to addi-
tional large and negative SR contributions to the X shielding in
the HX and H2X series, which overpower the positive terms.103

Given the sensitivity to correlation and the fact that the present
ZORA calculations are variational, a direct comparison with the
data by Manninen et al. is difficult. We therefore deem the
excellent agreement with the ADF ZORA implementation and
the overall sign of the SR effects on the X shielding as sufficient to
validate the method. It is noted in passing that a set of perturba-
tion terms corresponding to the Pauli approximation can be
obtained from ZORA by using K ≈ 1 + V/(2c2) and applying
partial integration or the turnover rule for the momentum
operator in the matrix elements.
4.2. NMR Shielding and Chemical Shifts of Tellurium

Compounds. Calculations for a set of selected tellurium com-
pounds employed X-ray geometries taken from several refer-
ences indicated in the Computational Details section and in the
table footnotes. Figure 1 displays a graphical comparison of the
scalar relativistic effects on isotropic Te shielding constants σiso
and on the shielding tensor span Ω, calculated with the
NWChem ZORA-SR implementation and with the ADF pack-
age using the B3LYP functional. The corresponding numerical
data for the B3LYP and the BP functional, as well as a graphical
comparison similar to that of Figure 1 but for BP computations,
are provided in Tables S2 and S3 and in Figure S1 of the
Supporting Information (SI). The calculations employed an
unscaled as well as a scaled ZORA formalism, as outlined near
the end of section 2.
The agreement between the NWChem and the ADF ZORA

results seen in Figure 1 and the corresponding tables and the
figure in the SI is very good. Further, the effects from the ZORA
scaling are also very close. Reasons have already been provided in
the previous section why minor differences must be expected
between the calculations performed with NWChem and ADF.
The results for the Te compounds show that the combination of
the uncontracted ANO-RCC basis for the heavy atom with
6-311G* for lighter atoms provides a suitably flexible basis set

Figure 1. Comparison of relativistic effects (rel� nonrel) on 125Te shielding constants and shielding tensor spans (Ω), in ppm. Calculations using the
ZORA-SR shielding implementations in NWChem reported in this work, and the implementation by Wolff et al.26 in the ADF program. Unscaled and
scaled ZORA-SR, B3LYP functional.
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for this type of calculation that should allow for routine applica-
tions in systems with one or a few truly heavy atoms (in the
context of this and the following sections, atoms with nuclear
charges less than about 20 to 30 may be considered light atoms).
For calculations of ligandNMR shifts, it would be advisible to use
basis sets designed for NMR shielding calculations for the ligand
atoms. The comparison of unscaled and scaled ZORA results
indicates that the main effect of the ZORA scaling is a relatively
constant positive change of the isotropic shielding, which cancels
to a large degree when evaluating chemical shifts. The effects on the
tensor span are hardly noticeable on the scale of the plots. Notice-
able effects on chemical shifts due to ZORA scaling are likely to
be significant only for systems where the scaling factors deviate
noticeably fromunity for valence orbitals that are contributing to the
shielding.
Table 2 collects tellurium chemical shifts calculated with opti-

mized geometries and with geometries determined experimen-
tally from X-ray diffraction. The tellurium chemical shifts, δTe,
were obtained with dimethyl telluride, TeMe2, as the reference,
using δTe = σTeMe2� σcompound. Table S4 of the SI provides the
shielding constants calculated for the reference. Calculations
were performed with the functionals BP, B3LYP, and CAM-
B3LYP. The last column in the table lists corresponding experi-
mental chemical shifts obtained in varying solvents. Solvent
effects together with thermal motions have been estimated to
contribute on the order of(100 ppm to the experimental chemical
shifts.85,114 The data reveal several trends: (i) For the com-
pounds with positive chemical shifts, there is a tendency for δTe,
B3LYP < δTe,BP < δTe,exp < δTe,CAM. For example, for TeO6H6 for
the optimized geometry, δTe,B3LYP = 498 ppm, δTe,BP = 570 ppm,
δTe,exp = 707 ppm, and δTe,CAM = 928 ppm. It appears that CAM-
B3LYP is overestimating these chemical shifts in the framework
of scalar ZORA. (ii) For the compounds with negative chemical
shifts, the X-ray geometries give results closer to experiment
than the optimized geometries. For example, for TeMe4, the
closest agreement with experiment is δTe,CAM = �136 ppm as
opposed to the “best” result based on the optimized geometry,
δTe,BP = �292 ppm. (iii) The deviations between the DFT
results and the quasi-relativistic MP2 data of ref 83 (which

includes spin�orbit effects) are roughly of the same magnitude
as deviations between the various sets of calculations and
experimental results.
A comparison of calculated and experimental chemical shifts

is provided in Figure 2. Overall, the predicted chemical shifts
correlate reasonably well with experimental data for all three
functionals. For most of the tellurium compounds, the pre-
dicted scalar relativistic CAM-B3LYP chemical shifts are
slightly further away from experimental values than the corre-
sponding nonrelativistic chemical shifts. Mean unsigned devia-
tions of the scalar ZORA results from experimental results are
listed in Table 2. The deviations range from 7% (BP functional)
to 10% (CAM-B3LYP with optimized geometries) of the
chemical shift range of the set of Te compounds, while the
deviations for the MP2 literature data are slighly smaller on
average (6% of the chemical shift range). The CAM-B3LYP
data calculated with the experimental geometries have similar
deviations from experimental results as both sets of BP func-
tional data. On the scale of the chemical shift range, the overall
performance of the different functionals is roughly comparable.
Substantial and systematic improvements of the DFT calcula-
tions should further include solvent effects and spin�orbit
terms in the shielding tensors.
4.3. Shielding of Uranium(IV) Chloride Fluoride Com-

plexes. Table 3 collects scalar relativistic 19F shielding constants
for a set of uranium(VI) halide complexes. The fluorine shield-
ings calculated with the BP and B3LYP functionals are very close
to those obtained by Straka and Kaupp,60 which are listed in
Table 3 in parentheses. Straka and Kaupp employed a small-core
relativistic effective core potential (RSC ECP) as opposed to our
all-electron scalar ZORA approach. Since the calculations are
performed for the shielding of a light nucleus in heavy atom
compounds, the two approaches are expected to yield compar-
able results. It is reassuring that this is indeed the case. We note
that the present ZORA-SC computations were carried out with
B3LYP/RSC-TZVP optimized geometries taken from ref 60.
The optimized bond lengths are very similar to those reported by
Schreckenbach.62 Table 3 also lists results obtained by Straka and
Kaupp with the BHLYP functionals, which overall agreed best

Table 2. 125Te Chemical Shifts (ppm), ZORA-SR Calculations with NWChema and Experimental Data

BP B3LYP CAM-B3LYP experimental

system optb X-rayc optb X-rayc optb X-rayc ref 83d

TeCl4 1703 1612 1835 1541 1725 ref 104

TeC2F6 1379 1470 1804 1404 1368 ref 105

TeF2C2F6 959 864 867 792 1256 1220 1187 refs 106 and 107

TeMe2Cl2 494 432 458 398 506 466 451 734 ref 108

TeO6H6 570 598 498 526 928 1008 614 707 ref 109

TeF6 416 434 327 342 750 811 604 543 ref 110

TeEt2 410 399 558 346 380 ref 111

TeMe2 0 0 0 0 0 0 0 0

TeMe4 �292 �185 �326 �212 �303 �136 �280 �67 ref 112

TeH2 �1008 �878 �964 �835 �983 �846 �770 �621 refs 111 and 113

Δe 173 177 218 226 242 182 131
a Scaled ZORA-SRwith uncontracted ANObasis set for Te and 6-311G* basis set for C, H, F, and Cl. b Scalar ZORAoptimized geometries obtained with
ADF using the BP functional and the TZ2P basis set. cX-ray geometries obtained from ref 86 for TeCl4, ref 87 for TeF2C2F6, ref 88 for TeMe2Cl2, ref 89
for TeO6H6, ref 90 for TeF6, ref 91 for TeMe2, ref 92 for TeMe4, ref 93 for TeH2.

dQuasirelativistic generalized Moller�Plesset perturbation theory
(QR-GUMP2). Electron correlation included viaMP2. The X-ray geometries for TeCl4, TeMe2Cl2, TeO6H6, and TeH2 are the same geometries used in
our calculations. eΔ = unsigned mean deviation from experimental results.
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with experimental results. Because of the good agreement of
our BP and B3LYP data with those of Straka and Kaupp, we
decided to forego additional BHLYP computations and focus on
the range-separated functional instead. Results from calculations
with another 50% global hybrid, the Becke “half and half” para-
metrization (BHH), are additionally listed in Table 3. A visual
comparison of the results with experimental data is shown in
Figure 3. Experimental absolute shieldings were taken from ref
60. The graph in Figure 3 has been designed to appear similar to a
graph in ref 60, which we found very suitable for illustrating the
various trends in the data set.
As outlined in the Computational Details, the performance of

three long-range corrected functionals has been tested. Among
those, CAM-B3LYP in its fully long-range corrected form
(CAM-B) gives calculated shieldings that are closest to experi-
mental results, with LC-PBE0 being close in some cases and

more similar to CAM-A in others. For the example mentioned in
the Introduction, mer-UF3Cl3, the CAM as well as the LC-PBE0
calculations yield FtCl and FtF to be approximately equal. This is
an improvement over BP and B3LYP, which give substantially
smaller magnitudes for FtCl vs FtF, whereas the experimental data
show the opposite trend. The improvement with the long-range
corrected functionals is not as strong as it is with BHLYP, which,
former-UF3Cl3, gives a 23 ppmmore positive shielding for FtF vs
FtCl. Our calculations with the Becke half-and-half functional
also reproduce this trend. Overall, the BP and B3LYP functionals
appear to somewhat better reproduce the trend visible in Figure 3
within the FtF group, unlike BHLYP and the range-separated
functionals. However, BP and B3LYP fail to produce the overall
larger shielding magnitudes in this group compared to FtCl.
Beyond a comparison of their performance, a detailed analysis

of how exactly the various approximations in the XC functionals

Figure 2. Performance of BP, B3LYP, and CAM-B3LYP functionals for 125Te chemical shifts calculated (a) with X-ray crystallographic geometries and
(b) with optimized geometries. NWChem, scaled ZORA-SR. The 45� lines indicate where δcalcd = δexptl.

Table 3. Dependence of 19F Shielding in UFnCl6�n (n = 1�6)a on the XC Functionalb

system positionc BP B3LYP BHLYP BHH CAM-A CAM-B LC-PBE0 experimental60

UF6 FtF �720.3 (�727.0) �697.9 (�706.2) (�606.7) �604.4 �644.6 �604.1 �611.8 �575.3

UF5Cl FtF �712.0 (�714.6) �689.2 (�692.6) (�606.2) �612.8 �647.1 �614.2 �628.2 �573.3

trans-UF4Cl2 FtF �706.8 (�705.9) �685.0 (�684.2) (�611.1) �625.2 �652.0 �625.7 �645.5 �566.8

cis-UF4Cl2 FtF �705.0 (�705.1) �682.5 (�682.7) (�606.7) �619.4 �648.4 �621.2 �640.2 �571.3

mer-UF3Cl3 FtF �701.7 (�699.7) �680.3 (�678.0) (�613.0) �630.9 �653.1 �631.0 �654.7 �564.3

trans-UF2Cl4 FtF �699.0 (�695.9) �679.3 (�675.6) (�620.0) �641.2 �657.1 �639.1 �666.5 �557.4

UFCl5 FtCl �652.5 (�647.8) �659.9 (�655.5) (�645.2) �664.6 �652.0 �644.7 �675.6 �585.6

UF5Cl FtCl �679.6 (�682.0) �683.2 (�689.0) (�629.0) �625.6 �644.7 �612.8 �623.8 �592.8

cis-UF4Cl2 FtCl �668.0 (�667.6) �671.2 (�672.9) (�627.5) �632.3 �643.3 �619.5 �636.7 �597.1

mer-UF3Cl3 FtCl �662.0 (�659.1) �666.5 (�664.7) (�635.8) �647.7 �647.7 �631.3 �654.4 �593.9

fac-UF3Cl3 FtCl �659.9 (�657.6) �663.4 (�662.6) (�628.2) �638.8 �643.2 �625.5 �647.6 �597.7

cis-UF2Cl4 FtCl �655.6 (�651.8) �660.9 (�657.8) (�636.7) �652.6 �647.7 �635.8 �662.8 �592.3
aUsing scaled scalar ZORA with uncontracted ANO basis set for uranium and IGLO-III for fluorine and chlorine. bThe data in parentheses correspond
to calculations reported in ref 60. CAM-A = CAM-B3LYP-A, original parametrization (R + β = 0.65), CAM-B = CAM-B3LYP-B, fully long-range-
corrected parametrization (R + β = 1), BHH = BeckeHandH, 50% HF exchange + 50% Slater exchange + 50% PW91LDA correlation. c FtF = fluorine
trans to another fluorine. FtCl = fluorine trans to chlorine.
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applied in this work influence the 19F shieldings in the U(VI)
halides is beyond the scope of this work. The comparison of the
functionals already indicates that the fraction of HF exchange in
the functional, and the balance of electron correlation with self-
interaction and asymptotic behavior of the potential that it
entails, influences various trends within the data set and the
overall magnitude of the absolute shielding in different ways. A
full long-range correction is evidently not beneficial in conjunc-
tion with the XC functionals applied in this study. B3LYP appears
to have a too small fraction of HF exchange to provide a
substantial difference over the nonhybrid BP functional for the
U(VI) halides. Given the fact that the global 50% hybrid BHLYP
previously gave the best overall performance, giving larger
magnitudes of FtF versus FtCl shieldings, and considering that
the standard parametrization of CAM-B3LYP only goes to 65%
HF exchange at large interelectronic distances, one might have
expected the CAM-A functional to performwell for this challeng-
ing set of chemical shifts. However, while the shielding constants
overall are closer to experimental results (compared to BP and
B3LYP), a clear trend for FtCl vs FtF is not obtained with this
parametrization. Spin�orbit effects were previously shown to be
too small to reconcile the differences between nonhybrid DFT
calculations and experimental results.62 Spin�orbit and other
relatively minor effects may help to close the remaining gaps
between some of the hybrid DFT calculations and experimental
results. An evaluation of range-separated functionals in spin�orbit
ZORA NMR calculations, and the inclusion of solvent effects, is
planned for a follow-up study.
Schreckenbach has previously provided theoretical estimates

for 235U chemical shifts62 based on all-electron scalar ZORA
computations with nonhybrid functionals as implemented in
ADF, indicating a large shift range that may exceed 20 000 ppm.
For completeness, Table S5 in the Supporting Information
provides the uranium shielding constants and tensor spans for
the UFnCl6�n series. The agreement of the nonhybrid BP results

with those from Schreckenbach’s paper is quite close, which may
serve as further validation of the NWChem implementation. The
shielding constants are clearly dominated by negative paramag-
netic contributions. The results serve as benchmark data only since
physically meaningful absolute shieldings for U should be calculated
with spin�orbit coupling and with a finite nucleus model. Regard-
ing different functionals, we note that with the range-separated
hybrid functionals, and in particular with the full LR corrected
versions, the shielding constants become significantlymore positive.
4.4. g-Shifts of Small Radicals. Data in Table 4 illustrate the

performance of the NWChem ZORA g shift module for predict-
ing g-shifts for a set of selected small radicals. A comparison is
made with a second-order ZORA implementation in ADF that
was recently reported in ref 35 (“AP”, spin�orbit coupling treated
as a perturbation, similar to the present NWChem implementation).
Further, a comparison is made with ADF ZORA calculations
using a first-order derivative approach developed by van Lenthe,
Wormer, and van der Avoird (LWA). In these calculations,
spin�orbit coupling is included variationally in the ground state
calculations, see also ref 64. The TZ2P basis set has been used for
the ADF calculations since acceptable agreement with experi-
mental results has been obtained in previous works using this
STO basis.34,35,99 The test set allows for a comparison of the
influence of nuclear charges (lighter to heavier elements) and
different bonding situations. Table 4 compares different types of
functionals and includes results obtained with the standard
parametrization of CAM-B3LYP (CAM-A). The agreement of
the second-order and first-order ZORA approaches is reasonably
close except for the heavy atomic systems with rotational
symmetry. This behavior is expected and has been discussed in
detail elsewhere.55,65,99 The second-order approaches tend to
underestimate the magnitude of the isotropic g shift for such
systems because the tensor component parallel to the rotational
axis is suppressed. TiF3 is one of the systems where hybrid
functionals offer a clear improvement, in line with previous
studies.10 Atoms with tightly bound lone pairs (fluorine) and
the notoriously difficult treatment of response properties in
systems with 3d metals tend to benefit from hybrid functionals.
For NpF6, the g shift also increases significantly in magnitude
when going from the nonhybrid GGA to the hybrid functionals.
In the NWChem calculations, this brings the result closer to the
experimental g shift derived from solid state data.122 Regarding
the performance of CAM-B3LYP, in comparison with the changes
when going from PBE to PBE0 and in comparison with the dif-
ferences between calculations and experimental results, the results
are in most cases very similar to those obtained with the global
hybrid PBE0. Overall, the range-separated hybrid does not appear
to outperform the PBE0 global hybrid for the g-shifts of the few-
atomic radical test set of Table 4. During the course of this study,
we noticed that the diamagnetic g-shifts exhibited some sensitivity
to the approximations used for K (eq 5). For example, for the
molecule HSiS, the diagonal elements of the diamagnetic g shift
tensor calculated with NWChem were (�0.0154, �0.0347,
�0.0147) ppt (BP functional, unscaled ZORA), whereas the
calculation with ADF gave (�0.0359,�0.0626,�0.0400) ppt. It
was found that the difference ismost likely due to the exclusion of
the atomic XC potentials in V in the construction of K in
NWChem, unlike in ADFwhere they are included. A comparison
was made between the two codes, using in both cases only the
nuclear potentials in the construction of K . In this case, the
diagonal elements of the diamagnetic g shift tensor for molecule
HSiS were calculated as (�0.475, �0.552, �0.528) ppt and

Figure 3. Performance of different functionals in the calculation of 19F
shielding in the UFnCl6�n (n = 1�6) series. BP-ref, B3LYP-ref, and
BHLYP-ref are results from ref 60. The calculations used scaled ZORA-
SR.
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(�0.469, �0.556, �0.521) ppt with NWChem and ADF,
respectively. These results agree much better. Due to the very
small magnitude of Δgdia, the overall results are not strongly
impacted by this sensitivity.
The comparison of the NWChem GTO basis calculations to

the ADF results calculated with an STO basis set shows very
similar trends for the functionals and overall a close agreement,
with the exception of NpF6. Calculations performed for this
systemwith only the nuclear potential used in the construction of
K produced significantly more negative g-shifts (changes on the
order of �103 ppt, PBE functional) but the differences between
the GTO and STO basis calculations remained. Table S6 of
the Supporting Information is similar to Table 4 except that the
NWChem results were obtained with the 6-311G** basis in place
of IGLO-III for light atoms. The comparison of the data in
the two tables shows that the GTO basis results are very close.
Additional calculations with the PBE0 functional and the GTO
basis sets 6-311++G** and aug-cc-pVDZ for fluorine yielded
an isotropic g shift of �2370 and �2357 ppt, respectively, for
NpF6. These values are very close to the g-shifts listed in Tables 4
and S6. Hence, these calculations do not indicate a very pro-
nounced fluorine basis set dependence of the NpF6 g shift. Further,
a calculation for NpF6 (PBE functional) gave differences of only a
few parts per thousand upon removal of the g functions from theNp
ANO basis. Calculations with varying fluorine STO basis sets, going
from an unpolarized double-ζ (DZ) to a large triply polarized
quadruple-ζ basis (QZ4P), caused changes of less than �100 ppt.
Overall, calculationswith varying quality STOandGTObasis sets of
varying sizes did not produce large enough changes to reconcile the
g shift of NpF6 calculated with the different codes.
We note that STOs used reach further into the asymptotic

region than GTOs, and therefore the coverage of more diffuse
regions by the basis set might be of some significance. The

addition of diffuse p functions to the IGLO-III fluorine GTO
basis did, however, not significantly change the calculated NpF6 g
factor. The TZ2P basis used for the STO calculations has one set
of d and f polarization functions each for fluorine. In comparison,
the IGLO-III basis for fluorine has two sets of d functions but no
f. A test calculation with the TZVPP GTO basis for fluorine,
which includes an f polarization function, gave a g shift of�1806
ppt (PBE functional). This result is not much different from the
IGLO-III value of Table 4. A characterization of the frontier
orbitals showed that the NWChem and ADF calculations con-
verged to the same ground state.
The GTO based NWChem implementation does not approx-

imate the Coulomb and exchange Fock matrix contributions
beyond the approximations posed by the finite GTO basis set
(and the density functional). On the other hand, in the ADF
calculations, the Coulomb and XC potential and the HF ex-
change matrix are calculated by using an auxiliary density fitting
basis which is limited to angular momenta of le 4. Since the spin
density of NpF6 stems from the formal Np 5f1 configuration, the
limitation of the angular momentum is of more concern for this
system than for the other molecules in the test set. For the
Coulomb and HF exchange, there is presently no alternative way
of performing the ADF calculations. For the pure-DFT XC Fock
matrix elements, however, it is possible to use the “exact” density
represented in the AO basis instead of the fitted density. A series
of such calculations (Table S7, SI) showed a significant decrease
in the magnitude of the NpF6 g factor, with the STO basis results
obtained this way being closer to the GTO basis results.
Quantitative agreement may therefore be expected if the fit-
related limitations for the Coulomb and exact exchange Fock
matrices are lifted. At present, the hybrid DFT GTO data
obtained with the implementation reported herein (section 2)
must be considered as the most reliable ZORA results.

Table 4. Calculated Δg Shifts for Selected Molecules in ppta

NWChem ADF (AP)b ADF (LWA)b exptl.

systemc PBE PBE0 CAM-A PBE PBE0 PBE

CH2 0.1824 0.1674 0.1819 0.2057 0.1917 0.1383

CH3 0.5084 0.4763 0.5160 0.5380 0.5080 0.4733 0.10d

CHO �3.028 �3.084 �3.184 �2.333 �2.298 �2.442 �2.1e

HSiO �1.704 �1.552 �1.440 �1.696 �1.539 �1.820 �1.3f

HSiS �1.526 �1.322 �0.2505 �1.646 �1.463 �1.895

SiOH �23.83 �25.18 �35.47 �24.13 �25.83 �24.13

SiSH �13.57 �14.44 �17.93 �14.03 �15.12 �14.09

TiF3 �29.20 �41.26 �43.44 �28.16 �39.94 �28.54 �77.92g

CdF �11.92 �10.84 �10.69 �11.50 �10.45 �10.32 �9.667h

HgH �97.85 �95.05 �99.82 �93.84 �91.66 �131.0 �125 i

HgCN �55.25 �55.87 �57.97 �53.76 �54.58 �78.13

HgF �17.21 �12.86 �10.09 �17.48 �13.02 �31.55 �30.7j

HgAg �64.96 �64.18 �61.20 �61.58 �60.56 �80.28 �59.00k

NpF6 �1795 �2359 �2299 �2761 �3015 �2564 �2606 l

aResult in parts per thousand. NWChem calculations with uncontracted ANO basis for Ti, Cd, Hg, Ag, and Np and IGLO-III for other atoms. ADF
calculations with STO basis set TZ2P. Both calculations used unscaled ZORA-SR. CAM-A = CAM-B3LYP, original parametrization (R + β = 0.65).
AP = ADF calculations with ZORA second-derivative approach similar to the present NWChem implementation, developed by Autschbach and
Pritchard.35 LWA = ADF calculations with ZORA first-order approach including spin-orbit coupling variationally, as developed by van Lenthe et al.34
bCdF, HgCN, andHgAg were calculated using AP and LWA implementations in ADF. Data for the other molecules were taken from ref 35. cAll systems
calculated as doublets except triplet CH2. Optimized geometries obtained with ADF using ZORA/BP/TZ2P with the exception of CdF, HgCN, and
HgAg, for which optimized bond lengths were taken from ref 99. dRef 115. eRef 116. fRef 117. gRef 118. hRef 119. iRef 120. jRef 121. kRef 122.
lRef 123. Regarding NpF6, see text and SI for further details.
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5. SUMMARY AND OUTLOOK

Comparisons between ZORA calculations performed with
the ADF code and Slater-type orbitals, and the new Gaussian
basis ZORA NMR/EPR implementation in NWChem, using
nonhybrid and standard global hybrid functionals, have shown
good agreement and therefore serve as a validation of the new
implementation. The calculation of the required ZORA pertur-
bation operator matrix elements by numerical integration is
rather straightforward. For g-shifts, good performance was found
both for the PBE0 hybrid (25% HF exchange globally) and for
the CAM-B3LYP range-separated hybrid. Range-separated hy-
brid functionals show some promise for NMR shielding calcula-
tions for difficult situations such as the 19F shielding in the
UF6�nCln series of complexes, but it is possible that a universal
setting for the range-separation parameter is limiting the perfor-
mance of this class of functionals. The obvious next step is to
calculate the fluorine shieldings of these systems with range-
separated hybrids within a spin�orbit ZORA NMR framework,
and with inclusion of solvent effects in order to more closely
model the experimental conditions. Developments to enable
spin�orbit ZORA NMR computations are currently under way
in our team. Although previous work on the U(VI) halide series
did not indicate that spin�orbit effects are able to bridge the
large gap between nonhybrid DFT results and experiment al
results,62 they may further improve results with range-separated
functionals and global hybrids with high fractions of HF ex-
change. As pointed out already, the agreement with experimental
results is not ideal.

’APPENDIX: ATTENUATED TWO-ELECTRON INTE-
GRALS USING THE RYS SCHEME

For completeness, we provide the details for the evaluation
of the two-electron integrals in conjunction with range-sepa-
rated functionals. In the range-separated approach, the elec-
tron repulsion is separated into long- and short-range parts.
Since the NMR implementation40 in NWChem is based on
the Rys quadrature method,123,124 we present the necessary
changes for the modified two-electron integrals for attenuated
interactions within this approach. The general form of the four-
center, two-electron electron repulsion integral (ERI) is de-
fined as

χiχj

�����
1
r12

�����χkχl
!

¼
Z Z

χiðr1Þ χjðr1Þ
1
r12

χkðr2Þ χlðr2Þ d3r1 d3r2
0
@

ðA-1Þ
where the χi,j,k,l are Gaussian primitive basis functions. Within
the Rys scheme, the above integral is redefined as follows:

χiχj

�����
1
r12

�����χkχl
!

¼ 2ffiffiffi
π

p
Z ∞

0
duðχiχjje�u2r212 jχkχlÞ

0
@ ðA-2Þ

and similarly, the attenuated ERI can be written as

χiχj

�����
erfðγr12Þ

r12

�����χkχl
!

¼ 2ffiffiffi
π

p
Z γ

0
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0
@
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by using erf(γr12) =

R
0
γr12 e�t2 dt and a variable change, u = t/

r12. After a further change of variables t2 = u2/(F + u2) and

1/F = 1/(ai + aj) + 1/(ak + al), eq A-2 becomes

χiχj

�����
1
r12

�����χkχl
!

¼
Z 1

0
PLðtÞ e�Xt2 dt

0
@ ðA-4Þ

where PL is a polynomial of degree L in t2 and X = F|rA � rB|
2,

and A and B are the centers of the orbital products ij and kl,
respectively. X implicitly depends on the Gaussian exponents
ai, aj, ak, and al via F and the coordinates of the centers of the
four Gaussians involved in the integral. The integral over t can
be evaluated using an N point quadrature formula such as

χiχj

�����
1
r12

�����χkχl
!

¼ ∑
N

R¼ 1
PLðtRÞWR

0
@ ðA-5Þ

where WR is a weight factor. Similarly, the attenuated ERI in
this approach becomes

χiχj

�����
erfðγr12Þ

r12

�����χkχl
!

¼
Z β

0
PLðtÞ e�Xt2 dt

0
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where β = γ/(F + γ2)1/2. In order to use the Rys formulas
directly, we need another transform t0 = t/β, to obtain

χiχj

�����
erfðγr12Þ

r12

�����χkχl
!

¼
Z 1

0
PLðt0βÞ e�Xβ2t02β dt0

0
@ ðA-7Þ

which can be mapped directly onto eq A-5 with suitably
modified weights and variables.
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ABSTRACT:The electronic absorption and emission spectra of free UO2Cl2 and its Ar-coordinated complexes below 27 000 cm�1

are investigated at the levels of ab initio complete active space second-order perturbation theory (CASPT2) and coupled-cluster
singles and doubles and perturbative triples [CCSD(T)] using valence 3ζ-polarized basis sets. The influence of the argon matrix in
the 12K experiment on the electronic spectra is explored by investigating the excited states of argon complexes ArnUO2Cl2. The
calculated twomost stable complexes with n = 2, 3 can explain the observed twomatrix sites corresponding to the experimental two-
component luminescence decay. In these uranyl complexes, Ar-coordination is found to have little influence on the 3Φ (Ω = 2g)
character of the luminescent state and on the electronic spectral shape. The calculations yield a coherent assignment of the
experimental excitation spectra that improves on previous assignments. The simulated luminescence spectral curves based on the
calculated spectral parameters of UO2Cl2 from both CASPT2 and CCSD(T) agree well with experiment.

’ INTRODUCTION

The study of optical properties of uranyl (UO2
2+) com-

pounds has a long history.1�3 Various systems exhibit related
absorption and emission spectra, in particular in the low-
temperature region. The fluorescence spectra are characterized
by several vibrational progressions based on a common electro-
nic origin. The intensity distribution of the fluorescence spectra
changes with the ligands coordinated to the uranyl moiety. That
is, the spectral shapes inform about the electronic and geo-
metric structures of the respective uranyl complexes.

Time-resolved laser-induced fluorescence (TRLIF) has be-
come a common tool to study the speciation of actinides
(IUPAC: actinoids) in natural and artificial environments.4 This
spectroscopic technique is important for an atomistic under-
standing of the interactions of actinides with various inorganic
and organic/biochemical ligands and provides the basic informa-
tion for handling actinide contaminations in the environment
and in biological systems, including the human body.5,6 Theory-
assisted reconstruction of knowledge from experimental data is
nowadays possible for both weakly perturbed molecules or
building groups as well as for complex condensed phases in
thermodynamic equilibrium.7

We have recently investigated structures, stabilities, and the
vibration-resolved luminescence of uranyl�glycine�water com-
plexes in solution, applying comparatively simple theoretical
strategies.7 To improve on the level of spectral simulations,
advanced correlated ab initio methods including spin�orbit
(SO) coupling are required for open-shell excited states, refining
simple density functional theory (DFT) which is often applicable
for actinide closed-shell ground-state species. However, SO-
complete active space second-order perturbation theory
(CASPT2) or SO-multireference configuration interaction with
single and double substitutions (MRCISD) are extremely de-
manding for such systems, due to the complexity of the actinide
valence shell and the diversity and lack of symmetry of the

coordination structures embedded in first and second solvent
shells. On the other hand,many details of the experimental solution
spectra are washed out, in particular concerning the rotational,
vibrational, and electronic near-degenerate fine structure.

Recently, Heaven’s group has reported electronic spectra of
single UO2Cl2molecules in a solid Armatrix,8 where UO2Cl2 has
a significantly simpler coordination structure than the multitude
of uranyl complexes in aqueous solution. The peaks of the
fluorescence spectra remain sharp and well-separated; the assign-
ment of different vibrational modes and low-electronic states
comes into reach. Accordingly, the Arn�UO2Cl2 system is a
promising candidate for the high-level path of theoretical calcula-
tions and spectra simulations.

The purpose of the present paper is the theoretical analysis of
geometric and electronic structure and the computational simu-
lation of luminescence of UO2Cl2 by using state-of-the-art
quantum chemical methods. Before describing the theoretical
methodology (Computational Details) and analyzing the com-
putational results (Computational Results and Discussion), we
briefly summarize the current understanding of uranyl and the
state of experimental and theoretical knowledge of the uranyl
chloride complexes.
Model Concepts for Uranyl Compounds. In order to under-

stand chemical bonding, excited states, and absorption and emis-
sion spectra of uranyl and its complexes (Figure 1), we refer to the
axial-symmetric molecular orbitals (MOs) of bare uranyl in
Figure 2.9 At the nonrelativistic and scalar relativistic levels of
approximation, the U-5f type MOs under D∞h symmetry are split
into σu and pairs of πu, δu and ϕu and the U-6d type MOs into σg
and pairs of πg and δg. In an ionic picture, all valence electrons are
assigned toO2�, and uranium obtains the oxidation state UVI. The
U-7s shell is energetically pushed up upon ligand coordination on
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U(VI) and can be neglected in qualitative discussions of uranyl
complexes.
The occupied 2pσ,π valence shells of the two terminal O2�

anions are stabilized by the U-5f,6d manifold of valence orbitals
with matching symmetry. The 12 valence electrons of UO2

2+

participate in dative bonding through σg and σu and pairs of πu

and πg canonical MOs, corresponding to UtO triple bonding.
Herein σu is the highest occupied molecular orbital (HOMO)
due to a push-from-below via U-6p mixing, while the order of the
slightly lower, near-degenerate σg, πu, and πg levels varies
somewhat with equatorial coordination. The antibonding coun-
terparts remain empty, see Figure 2.
In the bare uranyl dication, the U-5fδu, 5fϕu and 6dδg type

orbitals have no symmetry-matching counterparts from the O
atoms and do not participate in O�U�O bonding. These empty
orbitals remain nonbonding and localized on U but are available
for weaker σ and π donor interactions of Lewis bases in the
equatorial plane. Thus, the ground states of the uranyl�dichlor-
ide and dichloride�argon complexes are of closed-shell type and
derive from the 1Σg

+ state in D∞h symmetry. The lowest excited
states correspond to electronic transitions from U�O bonding
σu to nonbonding U-5fϕu and 5fδu type MOs (see the arrow in
Figure 2), yielding 1,3Δg and

1,3Φg states. With the inclusion of
SO-coupling, 3Δg splits intoΠg,Δg, andΦg, (Ω = 1g, 2g, 3g) and
3Φg splits into Δg, Φg, and Γg. (Ω = 2g, 3g, 4g).
Known Uranyl Chloride Complexes. Experimentally, the

absorption and fluorescence spectra of [UO2Cl4]
2� in crystals

have been extensively investigated by Denning and others.10,11

Due to environmental concerns of uranyl ions released from
nuclear waste, much work has been invested on the solution
chemistry of uranyl complexes. G€orller-Walrand et al.12 reported
that uranyl chloride complexes in various organic solvents have
spectra consistent with those from crystalline materials.
Theoretical investigations of excited states of actinide com-

pounds have been challenging. Early efforts include calculations
with various DFT approximations.2,13,14 Zhang, Matsika, and
Pitzer15,16 started the ab initio theoretical investigation of
electronic excited states of UO2

2+ and Cs2UO2Cl4 with the
SO�CI approach. Afterward, Pierloot et al.17 investigated
[UO2Cl4]

2� applying SO-CASPT2 methods, obtaining better
agreement for the experimental electronic excitations and the
O�U�O symmetric stretching vibration. They also performed
time-dependent (TD)DFT calculations with state-averaged
optimized potentials (SAOP) and SO-coupling and obtained
smaller U�O bond length expansions for the excited states
and a different luminescent state than with CASPT2.18 The

influence of solvent coordination in acetone on the absorption
spectra of UO2Cl2 and UO2Cl3

� has also been studied with the
CASPT2 method.19

’COMPUTATIONAL DETAILS

Structures and spectra of free UO2Cl2 and its Ar-coordinated
complexes were investigated by using CASPT2 and CCSD(T)
methods, with and without SO-coupling, as implemented in the
MOLPRO 2008.1 program.20 Various ArnUO2Cl2 complexes
were treated in a first step at the DFT level, using the ADF 2009.1
software.21

It has become well-known that atomic effective core potentials
(ECPs) can reduce the computational expenses of self-consistent
field (SCF), multiconfiguration self-consistent field (MCSCF)
and CC approaches drastically. When using ECP-adapted basis
sets together with ECPs, there is no loss of reliability as long as
the core�valence sets are appropriately selected.22 In addition,
relativistic ECPs (RECPs) inherently account for SO-coupling
which also holds for the relativistic zeroth-order regular approx-
imation (ZORA). Therefore, we used the Stuttgart energy-
consistent RECPs23 for Cl, Ar, and U, where the 1s22s22p6 cores
of Cl and Ar were treated by the scalar ECP10MWB ones, while
optimizing the 3s3p valence shells, and the 1s2�4f 14 core for U
was treated by the scalar and SO-coupled ECP60MWB one, with
the 5spdf, 6spd, and 7sp semicore and valence shells optimized.
We applied the 6-311+G* basis set for O,24 the ECP10MWB for
Cl and Ar with an additional d-polarization function (ζ=0.75) for
Cl, and ECP60MWB-SEG basis set for U, respectively. The
atomic core shells and the U-5spd were not correlated.

In the DFT calculations, we used the PBE functional and the
scalar relativistic ZORA approach. The frozen core approxima-
tion and TZ2P bases were applied.25

Geometries and Vibrational Frequencies. Geometric opti-
mizations of the electronic ground states of UO2

2+ in D∞h and
of UO2Cl2 in C2v symmetry with CASPT2 and CCSD(T)
were converged to gradients <1.0 � 10�4. The most stable
ArnUO2Cl2 complexes were at first screened out for n = 1�4,
using the ADF binding energy analysis and were then further
optimized with CCSD(T) calculations. The two most stable
structures were also optimized with the CASPT2 approach.
Vibrational analyses were performed for the UO2Cl2 ground
state at the CCSD(T) level.

Figure 2. Qualitative scalar-relativistic valence orbital energy level
schemes of U and O atoms and uranyl (D∞h) in the middle. The
vertical arrow indicates the lowest electronic excitations.

Figure 1. Geometric Structures of UO2
2+, UO2Cl2, Ar2UO2Cl2, and

Ar3UO2Cl2.
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Born�Oppenheimer (BO) potential energy curves of the SO-
averaged and SO-coupled excited electronic states versus the
U�O distances were at first scanned in steps of 1 pm, with the
other geometric parameters fixed at their ground-state values.
The expansions of the U�O distances in the excited states were
obtained from polynomial interpolation. For the lowest excited
luminescent state, the equilibrium values of the other geometric
parameters were then similarly approximated, keeping the U�O
distance of the state fixed. Thereby, the approximate U�O
equilibrium distances, vertical and adiabatic excitation energies,
and O�U�O symmetric stretching frequencies were deter-
mined. The error of this approximation applied to the ground
state was less than 2 cm�1.
Electronic States. For simplicity, we use approximate D∞h

symmetry notations for orbitals and states of all species, except
where explicitly noted otherwise. The relations betweenD∞h and
C2v (UO2Cl2, Ar2,3UO2Cl2) symmetry species within the co-
ordinate system used in our calculations are given in Table 1.
RASSCF/CASPT2/SO Calculations. The active spaces for

ground-state CASSCF calculations of all molecular species were
confined to the UO2

2+ moiety: The six bonding and six antibond-
ing (*) MOs of σg, σu, πg, and πu type from the U-5f,6d and two
O-2p shells with 12 valence electrons were correlated by CAS-
(12,12). The active spaces for the excited states contained in
addition nonbonding U-5f type orbitals of δu or ϕu symmetry
(Figure 2), giving 12 electrons in 14 orbitals for D∞h-UO2

2+,
denoted as CAS(12,14) hereafter, or 12 electrons in 13 orbitals for
C2v-UO2Cl2 and C2v-Ar2,3UO2Cl2, i.e., CAS(12,13). In the equa-
torially ligated uranyl species (Figure 1), the degeneracy of δu and
ϕu is lifted, with little orbital and configuration mixing, as known
from the literature.17,26 CAS(12,16) calculations with both δu or ϕu
pairs simultaneously in the active space were deemed unnecessary.
SO-averaged CASPT2 calculations were performed on the

ground states and on all excited states arising from single
excitations out of the σu HOMO into the nonbonding orbitals
of U-5fδu,ϕu type, which gives four singlets and four triplets.
Individually optimized CASSCF orbitals were used for each state,
except for the singlet excited states of same symmetry as the
ground state. Here, the ground-state orbitals helped converging
to correct occupation schemes. A level shift of 0.3 au was applied
to improve the CASPT2 convergence.
For UO2

2+, the g1-corrected CAS Fock-operators were also
employed in order to obtain a balanced treatment of closed-shell
ground and open-shell excited states. Because of the near
degeneracy of some excited states of UO2Cl2, this was not always
feasible. Therefore, the g1-corrections of respective states of
UO2

2+ were added to the uncorrected values of the states of
UO2Cl2, as suggested by Pierloot (designated as g10).

17

SO coupling was treated by a restricted RAS-SI/SO
approach27,28 in an active space of the mentioned 16 orbitals,
labeled RAS(12,16), where up to 4 electrons were excited. The SO-
averaged restricted active space self-consistent field (RASSCF)

singlet and triplet wave functions were determined in the basis
of state averaged (SA) RASSCF orbitals of the ground and all
excited singlet states. The resulting RASSCF wave functions
were then used to construct a 17 � 17 SO coupling matrix,
where the diagonal elements were correlation corrected by
using the CASPT2 energies. Single-point SA-CAS(12,16)-SCF
test calculations confirmed that the errors remain <10 cm�1

for UO2
2+ and <20 cm�1 for UO2Cl2. This combination of

RASSCF/SI-SO with CASPT2 energy is labeled as RASSCF/
CASPT2/SO. Calculations on UO2

2+, NUO+, UN2, and UF6
molecules using this approach have well reproduced the experi-
mental data.26,29

RASSCF/CCSD(T)/SO Calculations. The CASSCF/CCSD-
(T)/SOmethod had been shown to be quite accurate for various
properties of transition-metal compounds.30�32 We here applied
such an approach to the excited states of UO2Cl2 and Ar2,3-
UO2Cl2, but constructed the SO coupling matrix from SA-
RASSCF wave functions. For the ground and excited triplet state
energy curves, the SO-averaged scheme was applied at first. Then
the CASPT2 energy difference between the excited singlet and
triplet pair was obtained pointwise to estimate the excited singlet
energy curves. The SO coupling effect was included in the same
way as above with the diagonal elements corrected by the
CCSD(T) state energies.
Simulation of Luminescent Spectra and Normal Coordi-

nates Analysis. Following our previous work,7 the profiles of the
luminescence spectra were modeled using the Franck�Condon
formulas of Fonger and Struck.33 In this approach vibrational
frequency changes upon electronic transition are considered, while
neglecting anharmonicities and Duschinsky rotations, which are
expected to be small for the cases at hand. Ground-state
geometry optimizations and frequency calculations of UO2Cl2
were also performed with DFT/PBE using Gaussian 03 with the
same basis sets as in the CASPT2 and CCSD(T) calculations
above.34

The obtained Cartesian force constant matrix was used to
construct the F matrix of the Wilson�Decius FG method35 for
the chosen set of internal coordinates and then combined with
the G matrix to achieve a normal coordinate analysis. The F and
G matrices were obtained with the help of the program of
McIntosh and Peterson.36,37 The dimensionless geometric dis-
placement parameter upon electronic transition for O�U�O,Δ
and the Huang�Rhys factor, S,38 which characterize the overall

Table 1. Correlation of Symmetry Species of Point Groups
D∞h and C2v

D∞h C2v

Σg
+ A1

Σu
+ B1

Πg, Δu, Φg A2 + B1
Πu, Δg, Φu A1 + B2

Table 2. Geometric Parameters of UO2
2+ and UO2Cl2 from

CASPT2 andCCSD(T)Calculations for theGround and Four
Low Excited Triplet States at the SO-Averaged Level

molecule

state in

C2v(D∞h) RU�O, pm RU�Cl, pm —OUO, � —ClUCl, �

CASPT2

UO2
2+ (1Σg

+) 169.37 180.0

UO2Cl2
1A1(

1Σg
+) 175.29 249.12 165.8 106.8

CCSD(T)

UO2
2+ (1Σg

+) 169.03 180.0

UO2Cl2
1A1(

1Σg
+) 174.77 250.92 165.8 107.7

3A1(
3Δg) 179.73 250.19 161.8 102.8

3B2(
3Δg) 179.45 251.65 164.5 104.2

3B1(
3Φg) 181.18 251.10 158.2 101.5

3A2(
3Φg) 181.08 252.09 158.6 102.3
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shape of the vibrational intensity distribution, were finally
obtained from eqs 1�3:

FGL ¼ LΛ, LTF�1L ¼ Λ�1 ð1Þ

Q ¼ LTR, ΔQ ¼ LTΔR ð2Þ

Δ ¼ √ðω=pÞ 3ΔQ , S ¼ Δ2=2 ð3Þ

’COMPUTATIONAL RESULTS AND DISCUSSION

Optimized Structures of UO2
2+ and UO2Cl2. As shown in

Table 2, the optimized ground-state structures of UO2
2+ and

UO2Cl2 from the CASPT2 and CCSD(T) methods are consis-
tent, both indicating multiple U�O and dative U�Cl bonding.

CCSD(T) gives ∼0.4 pm shorter U�O distances but ∼0.2 pm
longer U�Cl distances than CASPT2. The expansion of the
U�O bonds of uranyl upon equatorial coordination (∼6 pm for
two Cl� ligands) is well understood as equatorial orbital inter-
action slightly weakening theU�O triple bond inUO2Cl2.

39 The
bending of the linear OUO unit by ∼14� can be rationalized in
terms of 5f-6d-7s hybridization, electrostatic Cl�-O2� repulsion
or valence-shell electron-pair repulsion.
The lowest excited states of UO2Cl2 are dominated by σu f

δu or ϕu transitions (Figure 2), similar to those in many other
uranyl complexes.7 The U�O distances of the triplet SO-
averaged states are expanded by 4.8 or 6.4 pm, respectively,
while the U�Cl distances vary by no more than 1.2 pm. The
OUO and ClUCl angles are reduced by 1.3 up to 7.5�.
SO-Averaged Potential Energy Curves of Excited States.

CASPT2 Results. CASPT2 energy curves of the lowest states of

Table 3. Spectroscopic Data from SO-Averaged CASPT2-[g1] for UO2
2+ (g1 correction in parentheses) and UO2Cl2 (g10

corrected)

molecule C2v(D∞h) Ea, cm�1 Re
b, pm Te

c, cm�1 νs
d, cm�1

UO2
2+ X1Σg

+ 169.35 (0.02) 0 (0) 993 (0)
3Δg 22 445 (1118) 175.16 (0.32) 21 229 (976) 865 (5)
3Φg 23 954 (1143) 176.92 (0.36) 21 843 (934) 879 (5)
1Φg 28 295 (1148) 177.96 (0.46) 25 566 (851) 879 (3)
1Δg 31 826 (862) 177.59 (0.47) 29 387 (572) 868 (5)

UO2Cl2 X1A1(X
1Σg

+) 175.27 865

a3A1(
3Δg) 20 816 179.82 20 182 757

a3B2(
3Δg) 21 962 179.87 21 317 758

a3B1(
3Φg) 23 029 181.49 21 855 771

a3A2(
3Φg) 23 359 181.51 22 178 771

a1B1(
1Φg) 26 075 182.58 24 482 764

a1A2(
1Φg) 26 418 182.61 24 809 765

a1A1(
1Δg) 28 157 182.16 26 803 739

a1B2(
1Δg) 29 441 182.37 28 019 739

aVertical excitation energy E at ground-state geometry. bU�O equilibrium distance Re.
cCalculated adiabatic excitation energy Te.

dO�U�O
symmetric stretching frequency νs.

Figure 3. Energy curves of the low-lying excited states of (a) UO2
2+ and (b) UO2Cl2 for the O�U�O symmetric stretch at the scalar relativistic level

from CASPT2 calculations without g1 correction.
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UO2
2+ and UO2Cl2 arising from the σu f δu, ϕu excitations at

the SO-averaged level are displayed in Figure 3. Respective g1 and
g10-corrected numerical spectroscopic data are collected in
Table 3. The well-known singlet�triplet splittings of UO2

2+,
9.4 and 4.3 � 103 cm�1 for the Δg andΦg, respectively,

17,40 are
nearly carried over to UO2Cl2 (7.4 and 3.1 � 103 cm�1).
The chloride ligand-field splittings are 1.2 and 0.3 � 103 cm�1.
The largeΔ�Φ difference corresponds to the angular momenta,
the shapes, and the orbital energy differences of the U-5fδu and
U-5fϕu type MOs, displayed in Figure 4. Remarkably, there is
no combination of Cl-2pπ with U-5fδu of B1 symmetry, also
found by Pierloot17 for the similar case of UO2Cl4

2�, while
the Cl-2pσ mixes more strongly with U-5fδu(A2) than with
U-5fϕu(A1).
The O�U�Odistances in UO2Cl2 are several pm longer than

in UO2
2+; correspondingly, the symmetric stretching frequencies

νs(OUO) are smaller, by 128 cm
�1 for the ground states and by

around 115 cm�1 for the excited states. The νs values of the
excited states are smaller than those of the ground states
throughout by more than 100 cm�1, corresponding to the
U�O bond length expansion upon electronic excitation. The
adiabatic excitation energies of UO2

2+ and UO2Cl2 differ in the
range of �2584 to +335 cm�1.
CCSD(T) Results. Spectral parameters of UO2Cl2 from SO-

averaged CCSD(T) scans and then fully optimized CCSD(T)

are displayed in Table 4. The former reproduces the latter for the
excited triplet states quite well, within 2 pm and 300 cm�1. The
CCSD(T) scans of the BO energy curves yield reasonable
approximations to the CCSD(T) optimized results. We expect
similarly reliable results from the CASPT2 scans.
The U�O bond lengths of the ground and excited states from

CCSD(T) in Table 4 are around 0.5 pm shorter than the
CASPT2-[g10] results in Table 3. The excitation energies in
Table 4 are larger than the CASPT2 values by 150 to 950 cm�1,
and the νs values are larger: 38 cm�1 for the ground state,
20 cm�1 for the excited Φg type states, and 16 cm�1 for the
excitedΔg type states. These results illustrate the accuracy of the
theoretical results.
Spin�Orbit Coupled States. RASSCF/CASPT2/SO Results.

SO-coupled BO-energy curves of the low-lying excited states
of UO2

2+ and UO2Cl2 along the O�U�O symmetric stretch
are presented in Figure 5. These curves are derived from the
spin triplets and are calculated with CASPT2. The g1 and g10-
corrected numerical data withΩ-values are collected in Table 5.
The SO-splittings of the states of 3Δg type are rather regular and
of the order of 2� 103 cm�1. The SO splittings of the 3Φg type
states are larger due to the larger orbital angular momentum
component (nearly 6� 103 cm�1) and less regular due to more
pronounced interaction of e�e and SO configuration mixing.
As a result, the lowest excited state is dominated by 3Φg

character.7,17,18,40a

Literature results on the lowest excited, luminescent state of
UO2

2+ are also displayed in Table 5. Our results agree better
with those of Pierloot and van Besien17 than with those of
Zhang and Pitzer15 or R�eal at al.,40 concerning the 3Φg

character, the U�O bond length expansion and the excitation
energy. From the experimental adiabatic excitation energy of
∼20 323 cm�1 and the deduced U�O bond length expansion of
the luminescent state of∼5.8 pm and the respective errors of the
CASPT2 calculation of UO2Cl2, the most probable values for
UO2

2+ are deduced to be 20 434 cm�1 and 7.5 pm, consistent
with the best excitation energy given by Vallet40a and the best
U�Obond length expansionbyPierloot.17As usual,40b the calculated
luminescence parameters are influenced by the different basis sets and
the treatment of electron correlation and relativistic effects.
While there is no excited-state calculations on UO2Cl2,

theoretical results on related UO2Cl2(ac)3 (ac = acetone) are
known.19 Inasmuch as stronger ligand interactions in the equa-
torial plane destabilize 3Φg type states in comparison to 3Δg

ones,7,17,41 the lowest excited state of UO2Cl2(ac)3 was found to
be (3Δg)aA2 with a vertical energy around 20.3� 103 cm�1, i.e.,
higher than for UO2Cl2.
RASSCF/CCSD(T)/SO Results. RASSCF/CCSD(T)/SO results

for UO2Cl2 are displayed in Table 6 and are similar to the
RASSCF/CASPT2-[g10]/SO ones. Comparing with the CASPT2
results, the CCSD(T) approach yields up to 0.6 pm smaller U�O
distances, 160 to 525 cm�1 higher exciation energies, and 5 to
30 cm�1 larger vibration frequencies. These differences are also
found at the SO-averaged level (Tables 3 and 4).
Influence of the Ar Matrix. Structures, Binding Energies, and

Excited States of ArnUO2Cl2. As weak Lewis bases, argon atoms can
bind to actinide metal atoms at lower temperatures. For instance,
the coordination of Ar atoms to CUO and UO2 has been shown to
cause so-called ground-state reversal in comparison to gas-phase or
neon matrix results.42�46

Since Ar is a much weaker Lewis base than carbonyl or
carboxyl ligands, oxophilic uranyl is expected to be only weakly

Figure 4. MO isosurfaces (isovalue = 0.03 au) and energies of U-5f δu
and ϕu orbitals of UO2Cl2 from DFT/PBE calculations.

Table 4. Spectroscopic Data of UO2Cl2 from SO-Averaged
CCSD(T) Scan Calculationsa

state E, cm�1 Re, pm Te, cm
�1 νs, cm

�1

X1A1 174.77 901

a3A1 21 389 179.60

(179.73)

20 710 (20 573) 772

a3B2 22 476 179.58

(179.45)

21 803 (21 764) 773

a3B1 23 161 180.98

(181.18)

22 003 (21 702) 789

a3A2 23 514 181.01

(181.08)

22 343 (22 056) 790

a1B1 26 244 181.92 24 731 785

a1A2 26 613 181.95 25 075 788

a1A1 29 062 181.71 27 744 755

a1B2 30 287 181.81 28 921 756
a See footnotes of Table 3. CCSD(T) optimized results in parentheses.
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perturbed by Ar. We simulate the argon matrix effect by
ArnUO2Cl2 complexes, neglecting additional soft lattice effects.

Structures of ArnUO2Cl2 molecules (n = 0�4) exhibiting C2v

symmetry were optimized by using DFT/PBE and CCSD(T)

Figure 5. Energy curves of excited states of (a) UO2
2+ and (b) UO2Cl2 along the O�U�O symmetric stretch coordinate from CASPT2 with SO

coupling, without g1-correction (red curves: 3Φ type; black curves: 3Δ type).

Table 5. Spectroscopic Data from SO-Coupled CASPT2-[g1] for UO2
2+ (g1 correction in parentheses) and UO2Cl2 (g10

corrected)a

molecule state (Ω) mainb E, cm�1 Re, pm ΔRe, pm
c Te, cm

�1 νs, cm
�1

UO2
2+ XΣg

+ (0g
+) 169.35 (0.02) 0 (0) 993 (0)

aΔg (2g)
3Φg 20 543 (1134) 176.71 (0.37) +7.36 18 620 (937) 862 (3)

Πg (1g)
3Δg 20 877 (1118) 175.19 (0.32) +5.84 19 648 (975) 866 (6)

aΦg (3g)
3Φg 21 541 (1135) 176.71 (0.37) +7.36 19 618 (932) 862 (4)

bΔg (2g)
3Δg 22 892 (1110) 175.49 (0.32) +6.14 21 471 (950) 886 (6)

bΦg (3g)
3Δg 25 282 (1127) 175.65 (0.33) +6.30 23 809 (966) 880 (6)

Γg (4g)
3Φg 26 312 (1144) 176.90 (0.35) +7.55 24 211 (935) 878 (4)

Pierloot17 aΔg (2g)
3Φg 19 195 7.4 17 227 815

Vallet40a aΔg (2g)
3Φg 22 789 6.4 21 338 963

Pitzer15 Πg (1g)
3Δg 6.5 20 719 867

Vallet40b Πg (1g)
3Δg 18 610 4.1 17 557

UO2Cl2 XA1(0g) 175.27 865

aB2 (2g)
3Φg 19 471 180.97 +5.70 18 509 752

aA1 (2g)
3Φg 19 928 181.30 +6.03 18 850 760

aA2 (1g)
3Δg 19 587 180.25 +4.98 18 874 741

aB1 (1g)
3Δg 19 644 180.11 +4.84 18 961 743

bB1 (3g)
3Φg 20 693 181.04 +5.77 19 666 772

bA2 (3g)
3Φg 20 681 180.90 +5.63 19 686 776

bB2 (2g)
3Δg 21 567 180.55 +5.28 20 706 775

bA1 (2g)
3Δg 22 065 180.33 +5.06 21 278 766

cA2 (3g)
3Δg 24 262 180.34 +5.07 23 470 768

cB1 (3g)
3Δg 24 401 180.37 +5.10 23 602 769

cB2 (4g)
3Φg 25 519 181.46 +6.19 24 351 769

cA1 (4g)
3Φg 25 538 181.45 +6.18 24 374 770

UO2Cl2ac3
d aA2 (1g)

3Δg 20 338
a See footnotes of Table 3. bMain component of wave function . cU�O bond length expansion upon electronic excitation. d See ref 19, ac = acetone.
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with basis set superposition error (BSSE) correction. From the
binding energies shown in Figure 6, the most stable species are
Ar2UO2Cl2 and Ar3UO2Cl2. These species were chosen to
simulate the Ar matrix effects on the UO2Cl2 spectra and their
structural parameters from CCSD(T) and CASPT2 calculations
are displayed in Table 7.
The binding energy per Ar atom is 10 and 5.5 kJ/mol in

Ar2UO2Cl2 and Ar3UO2Cl2, respectively. The U�Ar distances of
3.1�3.4 Å are consistent with van der Waals binding. Equatorial
coordination of Ar atoms expands the U�O distances, albeit only
by 0.1 pm per Ar. The O�U�O bending due to the Cl ligands is

slightly reduced by Ar atoms in the trans position. The Cl�U�Cl
angle is reduced by about 8� in Ar3UO2Cl2 but unexpectedly
widened by some 5� in Ar2UO2Cl2.
Since RASSCF/CASPT2-[g10]/SO and RASSCF/CCSD-

(T)/SO give consistent results, only the latter are displayed in
Table 8 for the cases of zero-, two-, and three-coordinated Ar
atoms. The electronic excitation patterns of the three species are
quite similar. The argon environment increases the first adiabatic
excitation energy by a few 100 cm�1. The higher excitation
energies also vary a little. The OUO symmetric stretching
frequencies vary in the order of (10 cm�1, indicating that Ar-
coordination insignificantly affects these uranyl complexes.
Luminescence of ArnUO2Cl2.The luminescent state properties

of ArnUO2Cl2 (n = 0, 2, 3) are collected in Table 9. As mentioned
before, Ar coordination does not change the dominance of 3Φg

character, in contrast to complexes perturbed by carbonyl or
carboxyl ligands.7,19 Also the U�O bond length changes upon
electronic transition, and the vibrational frequencies, i.e. the
overall spectral shapes, are insignificantly modified by the Ar
ligands. Increases of vertical and adiabatic transition energies
of around 450 cm�1 for dicoordination and of around 100 cm�1

for tricoordination are consistently predicted by RASSCF/
CASPT2-[g10]/SO and RASSCF/CCSD(T)/SO approaches
within (100 cm�1. The electronic transition dipole moments
μ of the fluorescence are reduced by factors of 0.4�0.7 due to the
Ar coordination.
Heaven et al.8 had experimentally found a biexponential decay

in the argon matrix with lifetimes of 50 and 260 μs. They had
related it to two matrix sites differing in the nonradiative decay
times. Assuming the same optical transition probability for both
sites, the more rapidly decaying site would have been populated
more by a factor of about 4.2. Since the Ar-coordinated com-
plexes have optical transition probabilities differing by factors of
k = 1.6�2.1 in the two applied quantum chemical approaches,
the deduced population ratio of 4.2:1 should be raised or lowered
by that k factor around 2.
The optical oscillator strengths f are of the order of 10�6,

which is common for forbidden transitions in transition-metal
complexes. The respective lifetimes are a fraction of a second (s),
while the measured ones are a fraction of a ms. Therefore the
decay mechanism is dominated indeed by nonradiative transi-
tions. The optical lifetime was estimated by eq 4:1

τoptical ¼ 3πε0pcn
3=ω3μ2 ð4Þ

where ε0 is the electric permittivity in vacuum, p the reduced
Planck constant, cn the velocity of light in solid argon, ω the
angular frequency, and μ the electric transition dipole moment.

Table 6. Spectroscopic data of UO2Cl2 from RASSCF/
CCSD(T)/SOa

state (Ω) main E, cm�1 Re, pm ΔRe, pm Te, cm
�1 νs, cm

�1

XA1 (0g) 174.77 901

aB2 (2g)
3Φg 19 804 180.66 +5.89 18 797 775

aA1 (2g)
3Φg 20 157 180.87 +6.10 19 060 782

aA2 (1g)
3Δg 20 106 180.20 +5.43 19 297 752

aB1 (1g)
3Δg 20 183 180.05 +5.28 19 422 748

bB1 (3g)
3Φg 20 991 180.47 +5.70 19 986 802

bA2 (3g)
3Φg 20 983 180.33 +5.56 20 030 799

bB2 (2g)
3Δg 21 977 180.12 +5.35 21 121 786

bA1 (2g)
3Δg 22 537 179.95 +5.18 21 746 778

cB1 (3g)
3Δg 24 801 179.97 +5.20 23 995 783

cA2 (3g)
3Δg 24 659 179.96 +5.19 23 862 781

cB2 (4g)
3Φg 25 665 180.97 +6.20 24 511 789

cA1 (4g)
3Φg 25 686 180.95 +6.18 24 536 789

a See footnotes of Tables 3 and 5.

Figure 6. Binding energies of ArnUO2Cl2 ground-state species formed
from UO2Cl2 + n Ar, from CCSD(T) (with BSSE correction) and from
DFT/PBE calculations.

Table 7. Geometric Ground-State Parameters of ArnUO2Cl2 Complexes

complex RU�O, pm RU�Cl, pm —OUO, � —ClUCl, � RU�Ar, pm RU�Ar0, pm

CASPT2

UO2Cl2 175.29 249.12 165.83 106.76

Ar2UO2Cl2 175.47 250.46 168.24 112.19 308.37

Ar3UO2Cl2 175.63 249.53 167.14 98.40 339.92 323.67

CCSD(T)

UO2Cl2 174.77 250.92 165.76 107.73

Ar2UO2Cl2 174.91 252.15 168.17 112.21 312.29

Ar3UO2Cl2 175.03 251.35 166.93 99.34 346.92 327.68
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Assignment and Simulation of Experimental Spectra. As-
signment of the Experimental Excitation Spectra.Heaven et al.8 had
identified 5 progressions in the absorption spectrum of UO2Cl2/
argon matrix in the range of 20�24� 103 cm�1. In Table 10, we

contrast their data with our calculated results for the eight lowest
excited states of UO2Cl2 in that energy range. Transitions to the
two excited states of A2 symmetry are electronic-dipole forbidden,
and the one to the lower state of B1 symmetry has a distinctively

Table 9. Data of the Luminescent States of ArnUO2Cl2 (n = 0, 2, 3) from RASSCF/CASPT2-[g10]/SO and RASSCF/CCSD(T)/
SO Calculationsa

molecule state (Ω) main E, cm�1 ΔRe, pm Te, cm
�1 μ � 103, au νs, cm

�1

CASPT2-[ g10]

UO2Cl2 aB2 (2g)
3Φg 19 471 +5.70 18 509 6.73 752

Ar2UO2Cl2 aB2 (2g)
3Φg 19 844 +5.77 18 869 2.48 747

Ar3UO2Cl2 aB2 (2g)
3Φg 19 539 +5.69 18 591 3.58 744

CCSD(T)

UO2Cl2 aB2 (2g)
3Φg 19 804 +5.89 18 797 9.99 775

Ar2UO2Cl2 aB2 (2g)
3Φg 20 378 +5.95 19 363 5.94 770

Ar3UO2Cl2 aB2 (2g)
3Φg 19 947 +5.93 18 942 7.44 769

a See footnotes of Tables 3 and 5, and μ = electronic transition dipole moment between ground and lowest excited states in au at the geometry of the
latter.

Table 8. Spectroscopic Data of ArnUO2Cl2 (n = 0, 2, 3) from RASSCF/CCSD(T)/SO Calculationsa

UO2Cl2 Ar2UO2Cl2 Ar3UO2Cl2

state (Ω) main Te, cm
�1 νs, cm

�1 Te, cm
�1 νs, cm

�1 Te, cm
�1 νs, cm

�1

aB2 (2g)
3Φg 18 797 775 19 364 770 18 942 769

aA1 (2g)
3Φg +263 782 +353 776 +332 775

aA2 (1g)
3Δg +500 752 +357 752 +432 749

aB1 (1g)
3Δg +625 748 +453 756 +498 747

bB1 (3g)
3Φg +1189 802 +1220 786 +1192 792

bA2 (3g)
3Φg +1233 799 +1184 790 +1266 790

bB2 (2g)
3Δg +2324 786 +2308 785 +2284 782

bA1 (2g)
3Δg +2949 778 +2670 776 +2837 771

cB1 (3g)
3Δg +5198 783 +5106 782 +5106 778

cA2 (3g)
3Δg +5065 781 +4910 779 +5066 777

cB2 (4g)
3Φg +5714 789 +5887 787 +5818 784

cA1 (4g)
3Φg +5739 789 +5917 787 +5823 785

a See footnotes of Tables 3 and 5.

Table 10. Electronic Excitation Spectra of UO2Cl2 from Calculations (RASSCF/CASPT2-[g10]/SO, RASSCF/CCSD(T)/SO)
and Experimentsa

Te, cm
�1 νs, cm

�1 μ � 10, au Te, cm
�1 νs, cm

�1 μ � 103, au Te, cm
�1 νs, cm

�1 intb

state (Ω) main
CASPT2-[g10] CCSD(T) exptl.c

XA1 (0g) 865 901 840

aB2 (2g)
3Φg 18 509 752 2.28 18 797 775 5.90 20 359 717 w

aA1 (2g)
3Φg +341 760 7.04 +263 782 7.75 +516 706 w

aA2 (1g)
3Δg +365 741 0 +500 752 0

aB1 (1g)
3Δg +452 743 0.31 +625 748 0.43

bB1 (3g)
3Φg +1157 772 0.79 +1189 802 0.90 +966 713 w

bA2 (3g)
3Φg +1177 776 0 +1233 799 0

bB2 (2g)
3Δg +2197 775 51.42 +2324 786 49.58 +2310 709 s

bA1 (2g)
3Δg +2769 766 24.04 +2949 778 22.98 +2522 713 s

a See footnotes of Tables 3, 5, and 9 (with μ at the ground-state geometry). b Int: observed intensity, w = weak, and s = strong. cAbsorption by UO2Cl2 in
an Ar matrix.
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low calculated intensity; these transitions were too weak to be
detected in the mentioned experiment.

Among the remaining 5 calculated transitions, the lower 3
transitions of (3Φg)B2(2g), (

3Φg)A1(2g), and (3Φg)B1(3g)
type have medium oscillator strengths of 0.04�3.5� 10�6, while
those of (3Δg)B2(2g) and (3Δg)A1(2g) type at higher energy
have higher oscillator strengths of 35�167 � 10�6. Indeed,
experimentally three week transitions at lower energies and
two strong transitions at higher energies were detected. The
calculated energy pattern of these 5 excitations, distributed over
nearly 3000 cm�1, is in agreement with experiment within
(300 cm�1, although the calculated absolute excitation en-
ergies are on the average ∼1400 cm�1 too low. This value of
less than 0.2 eV is within the accuracy of present-day computa-
tional approaches. The calculated excited-state harmonic
vibrational frequencies of the symmetric O�U�O stretch are
consistently 8% high.
The reasonable agreement corroborates the reliability of the

above given assignments of the electronic excitations. With these
theoretical results we can improve the previous tentative
assignment8 with respect to the symmetry species (B1 or B2)
and the dominant D∞h term values (3Δg or

3Φg) and angular
momenta (Ω = 1, 2, or 3). Namely, the original assignments were
based on the calculated vertical excitation energies of UO2Cl2-
(ac)3,

19 while we have now found that UO2Cl2 in an argonmatrix
is much less perturbed than in acetone solution.
Simulation of the Experimental Luminescence Spectra.

Because the Ar matrix effects on the vibrational frequencies
and bond lengths are so weak, we may simulate the shapes of the
luminescence spectra with the help of the calculated data for free
UO2Cl2. Because at present the calculated absolute excitation
energies are still not spectroscopically accurate and the predic-
tion of homogeneous and heterogeneous line broadening effects
is still too complicated, these two parameters will be adjusted to
the experiments.
The two spectroscopically most important, totally symmetric

vibrational modes are specified in Table 11. The character is
O�U�O stretching and, respectively, a mix of O�U�O and
O�U�Cl bending. The other symmetric vibrations, including
Cl�U�Cl and Ar�U�Ar stretching and bending modes, are
found not to contribute markedly to the shape of the spetra due
to the small displacements and/or frequencies.
All numerical parameters for the spectral simulations are

assembled in Table 12, and the correspondingly simulated
spectra are shown in Figure 7. The experimental emission
spectrum8 is dominated by a progression of the symmetric
O�U�O stretching vibration of 839 cm�1 of the electronic
ground state. Each band has a weak foot lower by 242 cm�1,

Table 11. Vibrational Normal-Mode Coordinates of OUO
Symmetric Stretch (s) and Bend (b) in UO2Cl2 from DFT/
PBE Frequency Calculations

normal coordinate, unit: (g/mol)1/2

internal coordinates,

unit: Å or Å � rad s (OUO) b (OUO)

R(U1�O2) 2.82 0.04

R(U1�O3) 2.82 0.04

R(U1�Cl4) 0.17 0.83

R(U1�Cl5) 0.17 0.83

—(O2�U1�O3) 0.12 �3.41

—(O2�U1�Cl4) �0.04 1.01

—(O2�U1�Cl5) �0.04 1.01

—(O3�U1�Cl4) �0.04 1.01

—(O3�U1�Cl5) �0.04 1.01

—(Cl4�U1�Cl5) 0.02 0.88

Table 12. Parameters for Luminescence Spectra Simulation
of UO2Cl2

parametera CASPT2-[g10] CCSD(T) exptl.

ΔR(U�O), pm +5.70 +5.89

Δ(—OUO), � �3.33 �5.96

Δ(—ClUCl), � �2.96 �5.57

Δ(—OUCl), � +1.17 +2.13

νs
g (OUO), cm�1 865 901 839

νs
e (OUO), cm�1 752 775 717

νb
g (OUO), cm�1 185b 214 242

ΔQs, Å 3 (g/mol)1/2 0.31 0.31

ΔQb, Å 3 (g/mol)1/2 0.24 0.42

Te, cm
�1 18 509 18 797 20 323

band width, cm�1 63
aChanges of geometrical parameters between the ground and lumines-
cent state; νs

g and νb
g are the symmetric stretching and bending

frequencies of the ground state; νs
e is the stretching frequency of the

luminescent state; and ΔQs and ΔQb are the corresponding normal
coordinate displacements. See footnotes of Table 3 forTe.

b FromDFT/
PBE calculations.

Figure 7. Simulated (red) and experimental (blue) luminescence spectra of UO2Cl2: (a): RASSCF/CASPT2-[g10]/SO and (b): RASSCF/CCSD(T)/SO.
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corresponding to O�U�O bending. Our calulations corrobo-
rate the experimental assignments, with the addition that the
bending vibration is a blend of U�O and U�Cl bendings. The
CCSD(T) approach seems to exaggerate the intensity of the
bending mode, due to the large geometric changesΔ (Table 12),
and also yielded the largest ground-state vibrational frequency,
which results in the pronounced red shift of the progression
(Figure 7).

’CONCLUSIONS

We have investigated UO2Cl2 in an argon matrix using ab
initio RASSCF/CASPT2/SO and RASSCF/CCSD(T)/SO ap-
proaches. The electronically excited states and spectra in the near
UV�vis region <27 000 cm�1 are calculated and interpreted.
UO2Cl2 interacting with an argon matrix is approximated by
ArnUO2Cl2 complexes, where Ar acts as a very weak Lewis base.
Two structures (n = 2 and 3, Figure 1) are particularly stable,
corresponding to the two different matrix sites experimentally
deduced and now specified. The luminescence spectra are
approximately reproduced theoretically, giving confidence in
the theoretical assignments. Accordingly, the fluorescent lowest
excited state of UO2Cl2 with weakly interacting Ar atoms is of
(U-5fϕu

3Φg)B2(2g) character, in contrast to (U-5fδu
3Δg)B1-

(1g) of UO2Cl2 with equatorial oxygen ligands, such as carbonyl
or carboxyl groups. The spectroscopic U�O bond length
expansion of UO2Cl2 upon electronic excitation from the bond-
ing σu-HOMO f the nonbonding U-5fϕu-LUMO of ΔRUO ≈
5.8 pm is reproduced by the CASPT2 and CCSD(T) ap-
proaches. The bending vibrational frequencies and bond angle
changes are theoretically exaggerated by CCSD(T). The abso-
lute intensities, depending both on SO-coupling and geometric
asymmetry and on vibronic coupling and radiationless processes,
are not calculated. The synergic combination of experimental
and theoretical works has helped to eliminate deficiencies of both
approaches.
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ABSTRACT: A new formulation of time-dependent density functional tight binding (TD-DFTB) is reported in this paper. It is
derived from the application of the linear response theory to the ground state DFTB Hamiltonian, without the introduction of
additional parameters for the description of the excited states. Themethod is validated for several sets of organic compounds, against
the best theoretical estimates from the literature, density functional theory, semiempirical methods, and experimental data. The
comparison shows that TD-DFTB gives reliable results both for singlet and triplet excitation energies. In addition, the application of
TD-DFTB to open-shell systems shows promising results.

1. INTRODUCTION

Thanks to ongoing developments in hardware, software, and
physical models, very reliable results can be obtained for the
structure and properties of small- to medium-sized molecules
both in their ground state and in excited electronic states. The
situation is more involved for large flexible molecules, where
some degree of approximation is probably unavoidable. Here,
methods rooted in density functional theory (DFT) have
revolutionized the situation, paving the way toward a general
purpose approach with semiquantitative accuracy along the
whole periodic table without the need for prohibitively large
basis sets. The subsequent development of the time-dependent
(TD-DFT) route to excited electronic states1�5 has further
enlarged the field of application of quantum-mechanical (QM)
approaches. Of course, a number of problems remain to be
solved (e.g., true multireference states, charge transfer, van der
Waals interactions, etc.),6�9 and the development of improved
functionals represents a very active research field.10�13 The
recent literature has shown that, when coupled with suitable
functionals (especially hybrid and/or long-range corrected mod-
els), the TD-DFT approach provides very good results.14�16 The
recent availability of TD-DFT analytical gradients both in the gas
phase and in solution provides direct access to the structure and
properties of excited electronic states at a reasonable computa-
tional cost.17�19

However, despite the development of linear scaling methods
and other effective techniques, the large systems (with hundreds
to thousands of atoms) of biological and technological interest
are still highly expensive in terms of computational time. This has
stimulated the development, validation, and systematic applica-
tion of a semiempirical form of density functional theory, i.e., the
density functional tight binding method (DFTB),20�25 which
is several orders of magnitude faster than DFT in practical

calculations. The performances of DFTB for electronic ground
states have been well characterized and benchmarked against
DFT by several groups.26�29 In general, DFTB can well repro-
duce DFT geometry and energetics, its success being particularly
appealing for combined quantum mechanical and molecular
mechanics applications.30�32 This has stimulated further theo-
retical developments andmore robust parametrizations for wider
parts of the periodic table aimed at enlarging the range of
application of DFTB.33�35

Motivated by the effectiveness of DFTB and the good
performances of TD-DFT, we have developed a new formulation
of time-dependent density functional tight binding (TD-DFTB)
based on the linear response approach. The scheme is naturally
derived from the DFTB equations, and it does not require the
introduction of additional parameters, at variance with a previous
implementation of the method.36 The present approach has been
applied to the calculation of singlet and triplet vertical excitation
energies for a benchmark set of organic molecules well studied in
the literature.37 The outcomes are then compared with available
results of other semiempirical quantum mechanical methods,
TD-DFT with different functionals, as well as ab initio schemes.
In particular, to better understand the difference between DFTB
and other semiempirical approaches, TD-PM3 and CIS-PM3
have been performed for the calculations of singlet and triplet
excitation energies. The results for a few test molecules are
collected and discussed toward experimental data.

In the first section, the DFTB formulation for the ground state
is shortly reviewed, followed by the derivation of the TD-DFTB
equations. Then, the results for the singlet and triplet excited
states of a set of benchmark molecules are reported in
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comparison with the best theoretical estimations from the
literature. Statistics for these results are then summarized, and
the conclusions are traced, on the basis of the benchmark results.

2. METHOD

In this section, we propose a novel formulation of TD-DFTB
based on the linear response approach applied to the DFTB
ground state, which is the natural extension of DFTB to the
calculation of the excited states. At variance with a previous
implementation,36 the present approach (i) does not require the
introduction of new or modified parameters and (ii) can be
applied to the calculation of excited states of open-shell ground
state systems. This makes TD-DFTB a very powerful and
computationally affordable method, which can be used in the
study of the spectroscopic properties of molecules, nanostruc-
tures, and solid crystals. In the following, the derivation of TD-
DFTB is presented in detail.

The ground state DFTB total energy is typically written as

E ¼ ∑
iσ
Æψσ

i jH0jψσ
i æ þ 1

2∑AB
γABΔqAΔqB

þ 1
2∑All0

pAlWAll0pAl0 þ 1
2 ∑A 6¼B

VAB ð1Þ

where ψi
σ is the ith occupied molecular orbital (MO) of spin σ,

H0 is the effective core Hamiltonian, and γAB is a parametrized
distance-dependent function21 that accounts for the Coulomb
interaction between the net atomic chargesΔqA andΔqB located
on atoms A and B. The third term on the right-hand side
corresponds to the energy contribution from the atomic spin-
densities pAl, which are partitioned according to the value of the
angular momentum l and interact through a one-center atomic
parameterWAll0. This contribution was not included in the initial
formulation of DFTB and was introduced to account for spin
densities and to be able to compute hyperfine coupling constants,
effectively allowing for unrestricted calculations within DFTB.38

Finally, VAB is a parametrized pairwise interatomic repulsion poten-
tial. As other semiempirical methods,39�41 eachMO is expanded in a
valence minimal basis set of atomic orbitals (AO) (χμ)

ψσ
i ¼ ∑

μ
cσμiχμ ð2Þ

According to the usual linear combination of atomic orbital (LCAO)
scheme, the spin-dependent density matrix and the charge and spin
atomic populations are defined as

Pσμν ¼ ∑
i
cσμic

σ
νi ð3Þ

ΔqA ¼ qA � ZA ¼ ½ ∑
μ ∈ A

∑
ν
ðPαμν þ PβμνÞSμν� � ZA ð4Þ

pAl ¼ ∑
μ ∈ Al

∑
ν
ðPαμν � PβμνÞSμν ð5Þ

whereSμν are the elements of the overlapmatrix andZA is the valence
nuclear charge of atom A. The ground state DFTB energy in eq 1 is
variationally minimized with respect to the LCAO coefficients cμi

σ

using the Kohn�Sham independent particle approximation, and the
associate one-particle Fock matrix is defined as

Fσμν ¼ ∂E
∂Pσμν

¼ hμν þ Gσ
μν ð6Þ

where hμν are the elements of the one-electron operator

hμν ¼ h0μν �
1
2
Sμν½∑

C
ðγAC þ γBCÞZC� ð7Þ

involving the parametrized effective core Hamiltonian matrix ele-
ments hμν

0 and the nuclear attraction terms. Both hμν
0 and Sμν are

parametrized in DFTB either starting from molecular systems or
from bulk reference systems.21 The terms in square brackets arise
from the interaction between the valence nuclear charge ZC of atom
C and the electron charge density.30

The charge�charge and spin�spin interactions in eq 1 are
both quadratic in the densitymatrix, and they give rise to the two-
electron term Gμν

σ , which can be partitioned into Coulomb- and
exchange-like interaction terms

Gσ
μν ¼ Jμν þ Kσ

μν ð8Þ

where

Jμν ¼ 1
2
Sμν½∑

C
ðγAC þ γBCÞqC� ð9Þ

Kσ
μν ¼ 1

2
δσSμν½∑

Cl00
ðδACWCll00 þ δBCWCl0l00 ÞpCl00 � ð10Þ

where δσ = δσα � δσβ (δij is the Kronecker delta). The μ and ν
AOs are centered on A and B atoms and have l and l0 angular
momenta, respectively.

In order to apply a linear response approach to the DFTB
ground state, it is better to identify the four-index kernels cor-
responding to the Coulomb and exchange interaction terms,19

through the second derivatives of the DFTB total energy (eq 1)
with respect to the density matrix elements

∂
2E

∂Pσμν∂P
σ0
kλ

¼ Jμνkλ þ Kσσ0
μνkλ ð11Þ

By using a permutation-invariant expression of the total energy
derivatives (based on the symmetry properties of the ground
state density matrix), the four-index kernels can be written
according to the following symmetric form:

Jμνkλ ¼ 1
4
SμνðγAC þ γBC þ γAD þ γBDÞSkλ ð12Þ

Kσσ0
μνkλ ¼ 1

4
δσδσ0SμνðWAll00δAC þ WBl0 l00δBC

þ WAll000δAD þ WBl0 l000δBDÞSkλ ð13Þ

where the μ, ν, k, and λ AOs are respectively located on A, B, C,
and D atoms, and have l, l0, l00, and l000 angular momenta. Since
DFTB is derived from a second-order Taylor expansion of the
density functional total energy with respect to electron density
fluctuations, the DFTB energy can be eventually written as

E ¼ ∑
σ
∑
μν
hμνP

σ
μν þ 1

2∑σσ0
∑
μνkλ

½Jμνkλ þ Kσσ0
μνkλ�PσμνPσ

0
kλ

þ 1
2 ∑A 6¼B

ðVAB þ ZAγABZBÞ ð14Þ
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The application of the linear response theory to DFTB is
straightforward, and it is equivalent to the corresponding deriva-
tion within TD-DFT (see, for example, ref 42). The final
equations are typically written in superoperator form as a non-
Hermitian eigenvalue problem:

A B
B A

 !
X
Y

 !
¼ Ω

1 0
0 �1

 !
X
Y

 !
ð15Þ

where the Ω’s are the excitation energies and the eigenvectors
comprise the single excitation Xai = δPai and de-excitation Yai =
δPia amplitudes.42 Note that we are using the conventional
notation where i,j,... are occupied MOs while a,b,... are virtual
MOs. The elements of the A and B matrices are defined as

Aaiσ, bjσ0 ¼ ðεaσ � εiσÞδabδijδσσ0 þ ∂Fσai
∂Pσ0

bj

ð16Þ

Baiσ, bjσ0 ¼ ∂Fσai
∂Pσ0

jb

ð17Þ

and they involve the ground state orbital energies εpσ. Thematrix
operator on the left-hand side of eq 15 is typically diagonalized
using an iterative scheme, in which the four-index matrices
(A + B) and (A � B) are evaluated in the AO basis and
contracted with the (X + Y) and (X� Y) combinations of single
excitation amplitudes, once transformed into the AO basis.42

Note that in the AO basis, the (A + B)μνσkλσ0 matrix is symmetric
with respect to μ T ν and k T λ, while the (A � B)μνσkλσ0 is
antisymmetric with respect to the same index permutations.
Moreover, (X + Y)μνσ and (X � Y)μνσ are symmetric
and antisymmetric to the μ T ν permutation, respectively. By
carrying out the Fock matrix derivatives in eqs 16 and 17 in the
AO basis, it is easy to realize that (A + B)μνσkλσ0 involves
both charge and the symmetric component of spin interaction
kernels:

ðA þ BÞμνσkλσ0 r ðJμνkλ þ JμνλkÞ þ ðKσσ0
μνkλ þ Kσσ0

μνλkÞ
¼ 2Jμνkλ þ ðKσσ0

μνkλ þ Kσσ0
μνλkÞ ð18Þ

while (A � B)μνσkλσ0 involves only the antisymmetric compo-
nent of the spin interaction kernel:

ðA� BÞμνσkλσ0 r ðJμνkλ � JμνλkÞ þ ðKσσ0
μνkλ �Kσσ0

μνλkÞ
¼ ðKσσ0

μνkλ �Kσσ0
μνλkÞ ð19Þ

It is somewhat difficult to understand why the spin interaction
kernel has a nonzero antisymmetric component, and therefore an
example system only involving the four AO basis functions μAl,
νBl0, kAl00, and λBl000 is given below (subscripts are used to indicate
the atom where they are located and their angular momentum
label). The two spin interaction kernels corresponding to the k
T λ permutation are derived from the general case in eq 13 as

Kσσ0
μνkλ ¼ 1

4
δσδσ0SμνðWAll00 þ WBl0 l000 ÞSkλ ð20Þ

Kσσ0
μνλk ¼ 1

4
δσδσ0SμνðWAll000 þ WBl0l00 ÞSλk ð21Þ

and they are graphically depicted in Figure 1. The expressions in
eqs 20 and 21 correspond to the following contribution to the

(A + B)μνσkλσ0 and (A � B)μνσkλσ0 matrices:

ðA þ BÞμνσkλσ0 r ðKσσ0
μνkλ þ Kσσ0

μνλkÞ

¼ 1
4
δσδσ0SμνðWAll00 þ WAll000 þ WBl0 l00 þ WBl0 l000 ÞSkλ

ð22Þ

ðA� BÞμνσkλσ0 r ðKσσ0
μνkλ �Kσσ0

μνλkÞ

¼ 1
4
δσδσ0SμνðWAll00 �WAll000 �WBl0l00 þ WBl0l000 ÞSkλ

ð23Þ
where we used the fact that Skλ itself is indeed symmetric with
respect to the k T λ permutation.

In principle, DFTB is derived from a DFT formalism with a
pure exchange-correlation functional, which depends only locally
on the density43 (and other density-related quantities like the
density gradient etc). In other words, DFTB is derived without
the inclusion of nonlocal Hartree�Fock exact exchange, and
therefore, just as in the case of TD-DFT using pure functionals,
the (A � B)μνσkλσ0 matrix should be strictly diagonal.42 The
previously published formulation of TD-DFTB36 is consistent
with this observation because the on-site spin�spin interaction
parameters WA used in that paper are scalars, which do not
depend on the AO angular momentum. Under these conditions,
(A� B)μνσkλσ0 does remain strictly diagonal since eqs 20 and 21
become identical, and the right-hand side of eq 23 vanishes.
However, the parameters being used for the spin�spin interac-
tion in an, e.g., a triplet excited state computed as an excitation
from a closed-shell singlet are not the same that would have been
used if that triplet was computed using the open-shell formulation
of DFTB for the ground state38 (where theWAll0 are not scalars,
as they depend on the AO angular momentum).

To summarize, in this section, we have shown how to apply
the linear response approach to an unrestricted ground state
DFTB calculation. The resulting TD-DFTB method does not
require additional or modified spin�spin parameters, and it is
applicable to both closed- and open-shell ground states. Notably,
in our formulation of TD-DFTB, the (A � B)μνσkλσ0 matrix is
not diagonal, just like what happens in the case of TD-DFTwhen
an hybrid functional is used, i.e., when a fraction of the nonlocal
Hartree�Fock exact exchange is present. Indeed, this suggests
that the open-shell formulation of DFTB which involves orbital
angular momentum dependent spin�spin parameters WAll0

could be already regarded as a model derived from a hybrid
DFT formalism which involves the exact exchange.

Figure 1. Exchange contributions from the Kμνkλ
σσ0 and Kμνλk

σσ0 terms,
respectively, when the atomic orbitals are centered on atoms A and B.
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3. RESULTS

The method described in the previous section has been used
to calculate the excitation energies in the benchmark set of
organic compounds proposed by Thiel and co-workers.37 In that
paper, the authors collected the Theoretical Best Estimates
(TBEs) for both singlet and triplet vertical excitation energies
calculated at the CASPT2 level with a molecular structure
optimized at the MP2 level. The same sets of compounds and
excitations have been used to benchmark the accuracy of
multireference Configuration Interaction (CI) approaches,15

TD-DFT (by assessing the performance of many exchange-
correlation functionals),16,44,45 and semiempirical quantum
chemical methods.46 For this reason, the same four sets of
compounds and excitations are used in this paper as a bench-
mark for the TD-DFTB scheme. The compounds are divided
into four groups, as summarized in Table 1. Group I contains
unsaturated aliphatic hydrocarbons; group II, aromatic hydro-
carbons and heterocycles; group III, aldehydes, ketones, and
amides; and group IV, nucleobases.

The optimized geometries at the MP2 level were taken from
the literature.37 Indeed, the use of good quality MP2-optimized
geometries seems to be accepted as a standard approach to
benchmark the accuracy of a method for excited state calcula-
tions, since it avoids biasing the results due to the quality of the
ground-state geometries provided by the method under testing.
But, in order to show the good quality of the method, TD-DFTB
calculations using geometries optimized at the DFTB electronic
ground state were also performed. In the Supporting Informa-
tion, the full set of singlet and triplet vertical excitation energies
are collected, using geometries optimized both at the MP2 level
and at the DFTB level.

TD-DFTB is based on a minimal orbital basis set that can only
model valence excited states, while it cannot describe diffuse
excitations such as Rydberg states. For this reason, the analysis
was restricted to valence excited states. To better compare the
method against standard semiempirical schemes, TD-PM3 and
CIS-PM3 calculations on singlet and triplet excited states have
been performed for a restricted set of molecules. This set has
been recently used to carefully validate TD-DFT toward experi-
mental data.47 A comparative study of the methods (TD-PM3,
TD-DFTB, TD-DFT) against TBEs and experimental data is
discussed for this restricted set of molecules, before going to the
statistics of TD-DFTB on the large benchmark set of molecules
listed in Table 1. All calculations were performed using

TD-DFTB, TD-PM3, and CIS-PM3 implemented in the devel-
opment version of the Gaussian program.48

Singlet States. Singlet excitation energies have been com-
puted using TD-DFTB with geometries optimized at the MP2
level. Before reporting on the statistics obtained from the bench-
mark set of molecules, it is interesting to compare the excitation
energies obtained by TD-DFTB with the ones obtained by other
semiempirical methods. The comparison is done using as a
reference a recent paper where configuration interaction calcula-
tions using single, double, triple, and quadruple excitations
(CISDTQ) have been proposed for standard semiempirical
methods (MNDO, INDO/S, AM1, PM3) and orthogonaliza-
tion-corrected approaches (OM1, OM2, OM3).46 To better
compare TD-DFTB and semiempirical approaches, we applied
TD-PM3 and CIS-PM3 to calculate singlet excitation energies
for a few molecules recently carefully characterized using DFT
approaches.47 The results have been collected in Table 2, where
TD-DFTB is compared to TD-PM3, CIS-PM3, experimental
data, TD-PBE, TD-B3LYP, TBEs, and CISDTQ-PM3.
As can be observed from the table, the singlet excitation

energies calculated at the PM3 level are often strongly under-
estimated within TD and CIS approximation. As a matter of fact,
semiempirical approaches often need a CISDTQ level of approx-
imation for obtaining converged excitation energies, thus requir-
ing a high degree of computational effort. Table 2 shows that,
with respect to PM3, in most cases, TD-DFTB is much closer to
TBE/experimental data. For instance, the excitation energy of
ethene 1B1u is strongly underestimated within TD-PM3 (it is
more than 2.0 eV below). The energy is raised when using CIS-
PM3 (5.86 eV) and then CISDTQ-PM3 (6.63 eV), but even in
this case, the error with respect to TBE (7.80 eV) and experi-
mental data (7.65) is greater than 1 eV. On the other hand, the
excitation energy is well reproduced by TD-DFTB (7.64 eV).
The trend TD-PM3 < CIS-PM3 < CISDTQ-PM3 < TBE/

exptl is observed for ethene, E-butadiene, formaldehyde, and
acetone. The situation changes for aromatic hydrocarbons, where,
however, apart from a few cases, TD-DFTB performs much
better than PM3. For instance, the pyrazine 1B3u excited state is
evaluated at 3.31, 3.35 and 3.29 eV within TD-, CIS- and
CISDTQ-PM3, respectively, against 3.95 eV (TBE) and 3.83
eV (experimental). At the same MP2-level optimized geometry,
TD-DFTB gives a better estimate at 3.66 eV.
Standard semiempirical methods of quantum chemistry give

results even worse when using PM6 instead of PM3. In particular,
TD-PM6 gives 4.98 and 3.24 eV for ethene 1B1u and pyrazine
1B3u excited states, respectively, thus showing a significant
underestimation of singlet excited states with respect to all other
approaches here considered. From these comparisons, TD-DFTB
emerges as an invaluable tool for predicting excited states of
organic molecules. In the last rows of Table 2, the mean errors
and standard deviations with respect the experimental data are
reported. It is worth noting that these data are merely indicative
since the set of considered compounds is really small. It only
involves the lowest excitations, and it is unbalanced toward the
aromatic hydrocarbons. For this reason, TD-DFTB appears with
a small value of the signed error with respect to the experimental
data. Nonetheless, Table 2 gives important information to
compare in a glance the several methods for a few molecules,
with respect to the experimental data. From now on, this section
will focus on the larger benchmark set, composed by the
compounds listed in Table 1, and more suitable for doing
statistics. All of the excitation energies for the benchmark set,

Table 1. Sets of Organic Compounds Used for Benchmark

group I group II group III group IV

ethene benzene formaldehyde cytosine

E-butadiene naphthalene acetone thymine

all-E-hexatriene furan p-benzoquinone uracil

all-E-octatetraene pyrrole formamide adenine

cyclopropene imidazole acetamide

cyclopentadiene pyridine propanamide

norbornadiene pyrazine

pyrimidine

pyridazine

s-triazine

s-tetrazine
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calculated within TD-DFTB, are reported in the Supporting
Information.
Statistics on the four groups of compounds with respect to the

TBEs are reported in Table 3. The best agreement between TD-
DFTB and the TBEs is found for group II, i.e., for the aromatic
hydrocarbons and heterocycles, while the worst agreement is
undoubtedly found for the nucleobases (group IV). This is in line
with the results obtained using other semiempirical quantum
chemical methods, such as AM1 and PM3.46

The results obtained using geometries optimized at both the
MP2 and DFTB levels have been compared (see the Supporting
Information). While excitation energies can be sometimes
slightly different for the two cases, we found that overall the
statistics do not change much. The signed and absolute mean

errors for excitation energies obtained using the DFTB-opti-
mized geometries are �0.40 and 0.50 eV, in agreement with the
results obtained with the MP2-optimized geometries, that are
�0.42 and 0.49 eV, respectively (see Table 3).
A comparison with the results provided by a previous

implementation36 of the TD-DFTB method has been carried
out, and a good agreement is found. The differences between the
current and the previous approach are quite small, usually below
0.1 eV (see Supporting Information). As shown above, the main
difference between the two schemes is in the antisymmetric
contribution through the (A � B) matrices, due to the angular
dependence of the spin�spin interaction parameters. The anti-
symmetric contribution is quite small for singlet excited states,
and this justifies the observed agreement between the two
different formulations of TD-DFTB.
The present results (Table 3) show that TD-DFTB tends

to underestimate the excitation energies. The signed mean
error (the deviation from TBE) for singlet excited states
is �0.42 eV, which is consistent with the fact that the parame-
trization of the DFTB Fock matrix was done on the basis of DFT
calculations using the PBE functional, which underestimates (on
average) the singlet excitation energies of organic molecules.16,47

On the other hand, TD-DFTB performs much better than
CISDTQ-PM3 and -AM1, whose mean errors are �1.40 eV
and�1.14 eV, respectively.46 The present method shows a mean
error larger than INDO/S2 (� 0.11 eV), but in those calculations
the errors appear to be spread (the standard deviation is 0.77 eV).

Table 2. Comparison of Singlet Vertical Excitation Energies (in eV) Calculated for a FewMolecules Using Different Approachesa

PM3 DFTB PBE B3LYP

TD CIS CISDTQ TD TD TD TBE exptl

ethene 1B1u(π f π*) 5.68 5.86 6.63 7.64 7.07 7.32 7.80 7.65

E-butadiene 1Bu(π f π*) 4.60 4.78 5.45 5.49 5.41 5.54 6.18 5.91

formaldehyde 1A2(n f π*) 2.65 2.69 2.87 4.13 3.78 3.89 3.88 4.00
1B1(σ f π*) 8.47 8.48 8.63 8.18 8.83 8.96 9.10 9.00

acetone 1A2(n f π*) 3.08 3.12 3.29 4.38 4.20 4.36 4.40 4.43

pyridine 1B1(n f π*) 3.75 3.79 3.75 4.49 4.34 4.78 4.59 4.59
1B2(π f π*) 4.04 4.17 3.35 5.31 5.31 5.44 4.85 4.99
1A2(n f π*) 4.32 4.33 3.96 4.84 4.44 5.10 5.11 5.43
1A1(π f π*) 4.28 4.34 5.00 5.77 6.17 6.23 6.26 6.38

pyrazine 1B3u(n f π*) 3.31 3.35 3.29 3.66 3.55 3.94 3.95 3.83
1B2u(π f π*) 4.12 4.26 3.48 5.11 5.22 5.31 4.64 4.81
1B2g(n f π*) 4.09 4.13 4.13 5.39 5.11 5.56 5.56 5.46
1B1g(n f π*) 5.19 5.19 4.51 6.14 5.57 6.40 6.60 6.10

pyrimidine 1B1(n f π*) 3.53 3.57 3.46 4.17 3.77 4.26 4.55 3.85
1A2(n f π*) 3.84 3.86 3.66 4.52 3.99 4.59 4.91 4.62
1B2(π f π*) 4.24 4.36 3.55 5.48 5.57 5.71 5.44 5.12

pyridazine 1B1(n f π*) 3.14 3.18 3.15 3.51 3.11 3.56 3.78 3.60
1A2(n f π*) 4.36 4.40 4.16 4.94 5.02 5.46 5.77 5.30
1A1(π f π*) 4.11 4.24 3.41 5.30 5.44 5.58 5.18 5.00

s-tetrazine 1B3u(n f π*) 2.32 2.36 2.27 2.39 1.83 2.24 2.29 2.25
1Au(n f π*) 3.26 3.30 2.99 3.56 2.80 3.48 3.51 3.40

mean error �0.92 �0.86 �0.99 �0.06 �0.25 0.09 0.13

std. dev. 0.54 0.52 0.50 0.34 0.38 0.29 0.25
aAll calculations have been performed at MP2-level optimized geometries, as given in ref 37. Experimental data and TD-DFT results have been taken
from Ref 47, while CISDTQ results have been taken from ref 46. At the bottom of the table, the signed mean error and the standard deviation with
respect to the experimental data are reported. The last column contains the statistics on the whole set.

Table 3. Statistics for Vertical Singlet Excitation Energies
(eV) Calculated within TD-DFTB for the Four Groups of
Compounds, with Respect to the TBEs

group I group II group III group IV total

count 13 53 19 19 104

mean �0.46 �0.28 �0.31 �0.90 �0.42

abs. mean 0.46 0.34 0.54 0.90 0.49

std. dev. 0.30 0.34 0.57 0.52 0.48

max + dev. �0.05 0.47 0.61 �0.27 0.61

max � dev. 0.90 1.05 1.19 1.94 1.94
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TD-DFTB results are less scattered with respect to the INDO
results, and the standard deviation of 0.48 eV is even smaller than
the one observed for OMx methods (OM3 shows a standard
deviation of 0.54 eV).46

The deviations for singlet excitation energies are shown in
Figure 2. With the exception of a few cases, a systematic under-
estimation of the excitation energies is apparent, which can be
due to the behavior of the PBE functional, which is inherited by
DFTB through its parametrization. With few exceptions, TD-
DFTB gives errors which are all scattered within a fairly small
energy range of about 2 eV.
Triplet States. The TD-DFTB method introduced in the

previous section has been benchmarked against TBEs for sin-
glet�triplet vertical excitation energies. All of the results have
been collected in the Supporting Information. In Table 4, a
comparison of the method toward TD-, CIS-, and CISDTQ-
PM3 for a few selected molecules is reported.
The trend TD-PM3 < CIS-PM3 < CISDTQ-PM3 < TBE/

exptl, observed in the previous section, is confirmed for triplet
excitation energies of ethene, E-butadiene, formaldehyde, and

acetone. For instance, the ethene 3B1u excitation energy is 1.54,
2.56, and 3.05 eV, within TD-, CIS-, and CISDTQ-PM3 approx-
imations, respectively, against the reference value of 4.50 eV
(TBE). Therefore, in the best case, PM3 is about 1.5 eV below
the reference value. Instead, the excitation energy reported
within TD-DFTB is 5.26 eV, that is, 0.76 eV above TBE. A
similar situation is observed for formaldehyde, where the best
PM3 estimate of 3A2 excitation energy, 2.57 eV, obtained within
CISDTQ, is 0.93 eV below TBE/exptl (3.50 eV). TD-DFTB
instead gives 4.13 eV, that is, 0.63 eV above the reference value.
The same trend is observed for pyridine, while for s-tetrazine,
PM3 gives better results. In fact, while for the other molecules
here considered, PM3 (within all approximations) gives results
well below both TBE and experimental data; for s-tetrazine, there
is better agreement. Just like for singlet excitations, even for
triplet excited states, a careful analysis has been performed on a
large benchmark set, with the aim of getting realistic statistical
data. A table containing all of the triplet excitation energies is
included in the Supporting Information file.
In Table 5, the statistics on the four groups of organic

compounds reported in Table 1 are summarized. A histogram
with the deviations for the excitations toward triplet states is
shown in Figure 3. An interesting feature of TD-DFTB emerges
from this analysis. Other semiempirical approaches either show
the same precision (PM3, OMx) or they perform much worse
(INDO) for triplet states than for singlet states.46 At variance
with them, TD-DFTB gives better results (on average) for triplet
than for singlet excited states. Indeed, the signed mean error is
very small (0.07 eV). The absolute error is also smaller with
respect to the singlet excitation energies, and the deviations from
the TBE values are less scattered (the standard deviation is
0.43 eV). Our results indicate that while TD-DFTB quite
systematically underestimates the excitation energies of singlet
states, the signed deviations from the TBEs for triplet states sum
up to a very small mean error.
Another interesting point of comparison is the first singlet to

triplet energy difference S0f T0. The energy of the T0 state can
be computed in two ways: either using TD-DFTB and therefore

Figure 2. Histograms of the deviations for singlet vertical excitation
energies (in eV) calculated by TD-DFTB with respect to the TBEs.

Table 4. Singlet�Triplet Vertical Excitation Energies (in eV) Calculated for a Few Molecules Using Different Approachesa

PM3 DFTB PBE B3LYP

TD CIS CISDTQ TD TD TD TBE exptl

ethene 3B1u(π f π*) 1.54 2.56 3.05 5.26 4.25 4.05 4.50 4.6

E-butadiene 3Bu(π f π*) 1.87 2.28 3.62 2.95 2.78 3.20 3.22
3Ag(π f π*) 2.22 2.86 3.32 5.53 5.03 4.87 5.08 4.91

formaldehyde 3A2(π f π*) 2.27 2.31 2.57 4.13 3.02 3.13 3.50 3.50
3A1(π f π*) 4.28 4.73 5.07 6.50 5.56 5.20 5.87 5.82

acetone 3A2(n f π*) 2.72 2.76 3.05 4.38 3.55 3.69 4.05 4.16
3A1(π f π*) 3.92 4.35 4.65 6.19 5.63 5.40 6.03 5.88

pyridine 3A1(π f π*) 2.42 2.68 4.77 4.14 3.90 4.06 4.10
3B2(π f π*) 3.46 3.51 3.44 4.81 4.45 4.52 4.64 4.84

s-tetrazine 3B3u(n f π*) 1.77 1.84 1.88 2.39 1.09 1.42 1.89 1.69
3Au(n f π*) 2.86 2.92 2.80 3.56 2.48 3.10 3.52 2.90
3B1g(n f π*) 2.96 3.00 3.14 4.63 3.30 3.63 4.21 3.60

mean error �1.39 �1.17 �0.94 0.55 �0.31 �0.29 0.11

std. dev. 1.02 0.71 0.57 0.28 0.22 0.25 0.26
aAll calculations have been performed at MP2-level optimized geometries, as given in ref 37. Experimental data and TBEs have been taken from ref 37.
TD-PBE andTD-B3LYP calculations are from ref 44. CISDTQ results are from ref 46. At the bottom of the table, the signedmean error and the standard
deviation with respect to the experimental data are reported. All values are in eV.
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computing T0 as an excited state of S0 or by performing an
unrestricted ground state DFTB calculation of T0. When using a
valence minimal basis set, the Hartree�Fock method and other
semiempirical methods like PM6 provide the same energy for the
T0 irrespective of the way the latter is computed. This is not the
case for DFTB, because all of the on-site exchange integrals
between functions with different angular momenta vanish due to
the Neglect of Differential Overlap (NDO) approximation,
whichmakes each atomic sub-block of Sμν diagonal. This appears
to be a limitation in the current formulation of DFTB which
effectively lifts the degeneracy of the three components of a
triplet state.
All calculations of triplet excitation energies were performed

using geometries optimized at theMP2 level, and the results have
been collected in the Supporting Information. The analysis of the
results does not allow for the identification of any general trend.
For example, in the case of ethene, the excitation energy toward
the 3B1u triplet state is predicted at 5.26 eV by TD-DFTB, while
a triplet ground state calculation leads to a energy of 5.44 eV.
These two results are to be compared with a TBE reference
energy of 4.50 eV. In the case of formaldehyde, the singlet to
triplet transition energy is computed at 4.13 eV by TD-DFTB,
while the triplet ground state is at 3.71 eV and the reference value
is 3.50 eV.
As in the case of the singlet excitation energies, the structural

optimization by means of DFTB has a small effect, on average.
The comparison with excitation energies obtained using a DFTB-
optimized structures leads to 0.14 and 0.39 eV for signed and
absolute error, respectively. This is in agreement with the results

obtained using the geometries optimized at the MP2 level. Also,
for triplet excitation energies, the results were compared with the
ones published in the previous implementation of the method,36

and fair agreement (see Supporting Information) is found.
Finally, it is observed that neglecting the antisymmetric con-
tribution from (A � B) has only a minor effect on the triplet
excitation energies, corresponding to a change typically within
0.02 eV. Just like for singlet excited states, TD-DFTB gives good
results for aromatic hydrocarbons (group II), with an overall
compensation of the mean error. On the other hand, the method
tends to overestimate the energies for group I molecules, but in
this case, the standard deviation is small and the results are less
scattered.

4. STATISTICS

In Figure 4 are shown the correlation plots of the TD-DFTB
results against the TBEs, for both singlet (left panel) and triplet
(right panel) excited states, for the large benchmark set of
Table 1. The plots summarize the findings discussed in the
previous section. Singlet vertical excitation energies are system-
atically underestimated within the whole range of energies
considered here. The best-fit curve obtained by linear regression
is parallel to the bisector, lying about 0.4 eV below it. For triplet
states, the slope is slightly different, but in the energy range
considered, the difference does not appear to be significant. The
correlation coefficient between TD-DFTB excitation energies
and TBE is r = 0.944 and r = 0.940 for singlet and triplet states,
respectively. The correlation plots and the corresponding corre-
lation coefficients are either superior or comparable with respect
to the ones obtained with other semiempirical methods, such as
PM3 (r = 0.868 and r = 0.880 for singlet and triplet states,
respectively), INDO/S2 (r = 0.897 and r = 0.796), and OM3(r =
0.932 and r = 0.925).46 The high correlation coefficient shows
that, in practice, the TD-DFTB singlet excitation energies do
have a quality comparable to the best theoretical estimates from
the literature when a rigid shift of 0.4 eV is applied.

A graphical comparison with other methods is shown in
Figure 5, where the mean deviation of different methods with
respect to TBEs is shown, with an error bar corresponding to the
value of the standard deviation. Statistics for semiempirical
methods have been taken from Thiel and Silva-Junior.46 All of
the results in black-closed symbols come from statistics per-
formed with respect to the theoretical best estimates from
the literature, over the large benchmark set of 104 singlet and
63 triplet excited states, of the organic molecules grouped in
Table 1 and first proposed in ref 37. In addition, the statistics of
Table 2, which refer to TD-DFTB and TD-DFT energies with
respect to the experimental data, have been added to the figure as
red-open symbols. They refer to a small benchmark set, but the
convergence of TD-DFT results has been carefully checked by
using a large basis set.47 It is therefore included for completeness
(M05 results have also been added).

As far as singlet excited states (left panel) are concerned, TD-
DFTB is in fair agreement with the PBE functional. This is likely
due to the fact that the DFTB parametrization of the Fock matrix
has been carried out on referenced PBE calculations. TD-DFTB
can undoubtedly be preferred over INDO, where significant
error compensation leads to a small deviation from TBE, but
the spread (the error bar in the graph) is large. Moreover, TD-
DFTB appears to be more accurate than PM3, which strongly
underestimates the excitation energies. Furthermore, TD-DFTB

Table 5. Deviations in the Vertical Excitation Energies (eV)
Towards Triplet States within TD-DFTB For All the Com-
pounds in the Benchmark Set, as Compared with the TBEs

group I group II group III total

count 13 36 14 63

mean 0.37 �0.02 0.03 0.07

abs. mean 0.39 0.36 0.30 0.35

std. dev. 0.27 0.44 0.41 0.43

max + dev. 0.77 0.71 0.63 0.77

max � dev. 0.18 1.08 0.87 1.08

Figure 3. Histograms of the deviations for triplet vertical excitation
energies (in eV) calculated by TD-DFTB with respect to the TBEs.
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provides results of comparable accuracy to the ones obtained by
the semiempirical OM3 approach, but at a much lighter compu-
tational effort.

The comparison of the results obtained for triplet excited
states is shown in the right panel of Figure 5. In the case of
standard semiempirical methods, the statistics are very similar to
the ones obtained for singlet states. Instead, from this figure, it is
interesting to note that TD-DFTB performs better for triplet
than for singlet excited states (compare TD-DFTB black-sym-
bols, left and right panels). It has a smaller spread and a smaller
signed error from TBE. It is important to remark that this is
overall statistics over a large set of molecules and excited states.
As was observed in the previous section (see also Supporting
Information), DFTB tends to overestimate the low-lying triplet
excitation energies (see Table 4), this trend being compensated
from an underestimation of high-lying excitations. More than the

mean signed error, the standard deviation (error bar in figure) is
another important indicator in qualifying the goodness of a
method, and TD-DFTB has a standard deviation that is much
smaller than INDO and PM3 and comparable to OM3. To
conclude, Figure 5 actually shows that DFTB is the best
semiempirical approach, among the different models here con-
sidered, for the calculation of triplet excitation energies of organic
molecules.

As a final benchmark, the excited states of the vinyl radical
were calculated, as a simple case of a ground-state open-shell
system, to check howTD-DFTB performs in doublet excited states
calculations. A recent paper reports accurate DFT calculations of
the excited states of the vinyl radical; thus we have chosen B3LYP
results as a reference for TD-DFTB.49 Among the low-lying
excitations, two excited states correspond to the πf n and nf
π* transitions, while a third excited state corresponds to aπfπ*
transition (note that the vinyl radical has an n-type single-occupied
molecular orbital). TD-DFTB calculations were performed using
the geometry optimized at the B3LYP level, and the vertical
excitation energies for the first doublet states are reported in
Table 6. We found an underestimation of the first (π f n) and
the second (n f π*) excited states by 0.45 eV and 0.26 eV,
respectively. On the other hand, the A0 state is overestimated by
0.53 eV using TD-DFTB.

5. CONCLUSIONS

A new formulation and implementation of the time-depen-
dent density functional tight binding method (TD-DFTB) has

Figure 4. Correlation plots of TD-DFTB vertical excitation energies for singlet states (left panel) and triplet states (right panel) with respect to
the TBEs.

Figure 5. Graphical comparison with other methods. Black-closed
symbols: mean errors of the excitation energies with respect to the
TBEs, calculated for the whole benchmark set of molecules in Table 1.
TD-DFTB results are compared to other results obtained from the
literature, CISDTQ-PM3, INDO/S2, and OM3,46 for singlet and triplet
excited states. Red-open symbols: mean errors with respect to the
experimental data of TD-DFTB, TD-PM3, TD-B3LYP, and TD-PBE
data (see Table 2), calculated on a small benchmark set of excitations.
TD-M05 results on the same set have been taken from ref 47.

Table 6. Vinyl Radical Excited States (eV) Calculated by
TD-B3LYP49 and by TD-DFTB, Using the B3LYP-Optimized
Geometry in Both Cases

excited state transition TD-B3LYP TD-DFTB

2A00 π f n 3.29 2.84
2A00 n f π* 4.48 4.22
2A0 π f π* 4.40 4.93
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been introduced in this paper. The present scheme follows from
the linear response theory applied to the DFTB ground state
equations. At variance with a previously developed formulation36

of TD-DFTB, the current approach does not require any
additional ormodified parameters for the calculation of the excited
states, and it is characterized by a nontrivial antisymmetric spin
contribution in the TD-DFTB equations. The current version of
TD-DFTB has been benchmarked against theoretical best esti-
mates and experimental data, from which promising results are
found. It has been shown that TD-DFTB provides accurate
prediction of transition energies toward both singlet and triplet
excited states. To compare the method against the standard
semiempirical approaches, TD-PM3 and CIS-PM3 calculations
have been performed on a small set of molecules, and the results
are compared to CISDTQ-PM3 results from the literature. It has
been found that TD-DFTB performs better than other standard
semiempirical quantum chemical methods.
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ABSTRACT: First-principles quantum chemical approach has been used to understand the origin of the chiro-optical signal
induced by the chiral aggregation of an achiral chromophore. The study was focused in predicting the circular dichroism (CD)
spectra of different π-stacked columnar oligomers built with C3 star-shape molecular bricks. We studied the influence of the relevant
structural self-assembly parameters on the CD spectra (i.e., the number of units, the rotation angle and the intermonomer distance).
A detailed analysis was based on the MO topologies and the magnetic and electric transition dipole moments, the vectors which
determine the CD intensities, has been conducted. We have rationalized the influence of the various structural factors of
supramolecular self-assemblies in connection with the nature of their CD spectroscopic signal, which provides new avenues for
structure�spectroscopic relationships.

1. INTRODUCTION

Chiral molecular materials have become a major point of
interest for scientists.1�4 Many of them are formed by organic
molecules assembled into highly ordered helical superstructures
in which they stack one above the other forming columns.5�7

This conformation gives interesting properties to the material, as
the charge transportation along the column axis, useful in organic-
based electronic devices.8,9 The presence of a stereogenic center
in these molecules leads to the preferential formation of one of
the two possible helices (enantiomeric excess) and to a notice-
able enhancement of the ability to absorb left/right circularly
polarized light differently;10�12 it is to say, the material is endowed
with chiro-optical properties. The manipulation of these proper-
ties associated with the particular solid state structure provides a
new avenue for applications.13�15 It turns out that the study of
the supramolecular chirality is an essential step to develop new
materials and future applications in diverse fields or organic
electronics.

The chiro-optical spectroscopy (COS) has become a very
useful tool to explore the structure of supramolecular assemblies,
such as proteins, nucleic acids, or liquid crystals.16�20 As a first
glance, the origin of the supramolecular chiro-optical signal is
explained by the excitonic coupling theory between interacting
chromophores.10 However, aspects as the growing of these three-
dimensional (3D) structures and how COSs monitorize this
process or the sensitivity of the chiro-optical signal with respect
to the structuralmarkets of the assemblies have not been thoroughly
addressed up to now.Thus, whilemanymolecularmechanics studies
are routinely conducted to predict the helical behavior of chiral
aggregates, first-principles quantum chemical studies addressing
the same phenomena in aggregates are scarce to our knowledge.
In this work we performed a detailed analysis of the electronic
circular dichroism (CD) spectra, as predicted by quantum chemistry
calculations, of several helical superstructures. As the molecular

brick we have chosen a C3 octopolar molecule constituted by a
central benzene ring substituted by three aryl-acetylene groups in
alternating positions forming a star-shaped 2D configuration,
Figure 1. A subtle structural difference in one of the three tails
was included in order to control the rotation angle. Thus, two
tails were phenyl-acetylene groups, while the third was a pyr-
idine-acetylene one (Figure 1).

These C3 aromatic planar structures can be easily functional-
ized by attaching aliphatic side chains containing asymmetric

Figure 1. Molecular structure of the C3 star-shaped octopolar molec-
ular studied in this work.

Received: July 22, 2011
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carbon atoms, which can act as stereogenic centers to promote
chiral superstructures. From an experimental point of view, the
stereocenters are effectively required to provide chiral activity to
the material. They are not essential, nevertheless, in a theoretical
study, as we can easily model any chiral superstructure from an
achiral molecule as that displayed in the Figure 2. Nonetheless,
the absence of intrinsic chirality in the molecules provides a
significant advantage: The recorded chiral display will be fully
induced by the assembly. It is then feasible and even advisible to
provide results, at a theoretical level, about chiral assemblies of
nonchiral molecules; this in turn will reduce the computational
costs, thus allowing us to study more complex systems.

A variety of methods and strategies can be used to build a
superstructure based on a C3 star-shape molecule. Studies on
thesematerials have been recently performed in our laboratory,21

providing experimental evidence that themain stabilizing force in
C3-based supramolecular structure is the face-to-face π-stacking
between the aromatic groups, which are spectroscopically well-
defined achiral chromophores whose structures are often slightly
perturbed when aliphatic side chains are attached. Following the
previous report of Meijer et al.,22,23 we have focused our study on
a right-handed helical columnar structure with a rotation angle of
20�. As shown in Figure 2 for one of the studied oligomers, these
discotic structures allow for establishing strong π-stacking attrac-
tions and highly packed structures that can exhibit noticeable
increases of their chiral features. The distance between monomers
was established at 3.5 Å, which is an intermediate value of the esti-
mated optimal range for π-stacking interactions (3.3�3.7 Å).24

The π-stacking strength was settled from a basic stabilization
energy calculated from the following equation:

Esta ¼
Eolig
n

� Emon

ðn ¼ number of monomers in the oligomerÞ
The Esta values, which have been included as Table TS1 of

Supporting Information, increase with the oligomer size. We
have then built a series of stable columnar oligomers, up to the
octamer, able to generate nanometer fibers with a mean diameter
of 18.6 Å. The origin of the chiro-optical signal in these supra-
molecular systems was analyzed by predicting their CD spectra
using DFT calculations in combination with ab initio methodology.

2. COMPUTATIONAL METHODS

The Gaussian’09 package of programs25 was used for DFT
quantum chemical calculations. The Becke’s three parameter
(B3)26 gradient-corrected exchange functional was used, and the
nonlocal correlation was provided by the Lee�Yang�Parr
(LYP) expressions.27,28 To give account of charge-transfer

excitations, we used the Coulomb-attenuating hybrid method
(CAM-B3LYP),29 which includes the Hartree�Fock and the
Becke exchanges as a variable ratio depending on the intermo-
lecular distance. It has been demonstrated that this method gives
an improved description of long-range interactions.30�35 Struc-
tural optimizations and spectroscopic features were calculated
using the split-valence 3-21 g(d) basis set.36,37 At this level of
calculation, data up to the octamer were available, while the
essence of the chiro-optical signal was preserved. This was
checked by comparing CD spectra for a right-handed trimer,
with a rotation angle of 20�, at different ab initio methodologies,
as 6-31 g(d,p) or cc-pvdz. These spectra are included as Figure
FS1 of Supporting Information.

The minimum-energy structure of the monomer was achieved
by allowing all the geometrical parameters to vary independently.
Optimization gave us a fully planar star-shape structure in which
the central benzene and the CtC bonds are insensible to the
slight structural modification introduced in one of the three tails
(the pyridine group), being all the benzene C�C and the CtC
distances of 1.398 and 1.205 Å, respectively. Electronic excitation
energies of the different oligomers were obtained by using the
time-dependent DFT (TDDFT) formalism38,39 for which up to
the 50 low-lying energy states were considered. The origin of the
electronic chiral activity was explained at the light of the excitonic
structure and the topology of the involvedmolecular orbitals (MO).

3. RESULTS AND DISCUSSION

The electronic absorption and CD spectra of the π-stacked
columnar oligomers studied with rotation angle of 20� are shown
in Figure 3. The intensity of all the spectra was divided by the
number of monomers to remove the effect of the oligomer size. A
first result is highlighted when comparing the panels of Figure 3:
The two spectral series show opposite trends with respect to the
oligomer size. Thus, while the intensity of the nonchiral signal
decreases when increasing the number of oligomers, the chiral
signal is clearly enhanced. The number of active bands also shows
a different trend. The absorption spectra seem to show a single
active band throughout the series whose wavelength monotoni-
cally decreases from the monomer to the octamer. However, no
less than seven bands have appreciable CD intensities for the
dimer, which are gradually removed when more C3 units are
stacked until showing only a bisignate, or Cotton band, near the
wavelength of the absorption maximum of the octamer.

Figure 4 (left panel) shows the wavelength dispersion with
respect to the number of monomers. The resulting trend suggests
that an asymptote is almost reached for the octamer, from which
we can deduce a blue-shift limit not greater than 10 nm in the
case of an ideal infinite helix. The intensity changes with respect
to the oligomer size, measured either on the absorption maxima
or on the positive CD signals, are plotted in Figure 4 (right
panel). This graphic contains a second and remarkable difference
between the chiral and nonchiral spectra: Aside from the slope
signs, only the absorption intensities show saturation when
increasing the number of monomers, while the intensity of the
CD signal shows a quasi-lineal behavior, and no saturation is
anticipated. Thus, these results highlight the sensitivity of the CD
spectra to long-range interactions,40�42 as it gives account of the
self-assembly even when the nonchiral signal is no longer able to.

If we defined the exciton bandwidth (W) as the energy
difference between the bisignate maximum and minimum,43

a relationship betweenW and the number of units of the helical

Figure 2. Front and side views of the columnar π-stacked octamer.
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assembly can be easily achieved. The calculated values for this
series, Table 1, monotonically decrease when increasing the
number of stacked units, thus demonstrating that W is useful
in evaluating the interaction between the monomers.

The parameter W is also modulated by the distance between
monomers (D). Accordingly with the following equation18 which
relates D with the rotational strength (R):

Rð ( Þ ¼ (
εμ2D
4p

sin α sin γ sin τ

D is greater when R is increased. In this equation, τ is the rotation
angle between monomers (here +20�), while α and γ are the
angles between the major helix axis and the electric transition
dipole moments (ETDM) of two adjacent monomers. As will be
discussed below, the ETDM vectors of the main transitions are

almost perpendicular to the helix axis, so that α and γ are near 1
(namely, α = 83.8� and γ = 82.5� for the positive feature at
279 nm). This means that, in the oligomers studied, the rota-
tional strength is largely dependent on the rotation angle τ.

The last result, nevertheless, would lead to the paradox that at
D = ∞, the CD signal would have an infinite intensity. To
compensate this effect, we have to consider the effect ofD on the
exciton bandwidth. This is given by the equation:18

W ¼ ε (
μ2ðsin α sin γ cos τ þ 2 cos α cos γÞ

D3
≈ε (

μ2 cos τ
D3

where ε is the wavelength of the electronic transition in the
monomer. As the fraction goes to 0 when D f ∞, cancellation
between the positive and the negative features of the bisignate
will occur when increasing the intermonomer distance, and the
Cotton effect disappears. We studied this phenomenon by
calculating the CD spectra of the trimer at different D values,
from 3 to 8 Å, which are shown in Figure 5. From the spectrum at
3 Å, a progressive increasing of the CD signal (R) together with a
reduction of the exciton bandwidth (W) is predicted when increas-
ing D up to 5 Å. However, and accordingly with the aforemen-
tioned equations, whileW continues to decrease at 8 Å, the CD
intensity is noticeably reduced as a consequence of the exciton
cancellation. We have then obtained useful spectroscopic�struc-
tural relationships, as both the intensity of the CD signal and the
width of the Cotton effect can be related, even at a quantitative
level, with the intermonomer packing.

Figure 4. Left panel: graphic of the wavelength (at the absorption maxima) as a function of the number of monomers. Right panel: graphic of the
intensity of the absorption band (circles) and the CD positive feature (triangles) as a function of the number of monomers.

Figure 3. Electronic absorption (left panel) and CD (right panel) spectra of the π-stacked columnar oligomers, from one to eight monomers, with a
rotation angle between stacked monomers of 20�. All the spectra were normalized to the number of monomers. Alternant colors are used to follow the
spectral trend.

Table 1. Exciton Bandwidth (W) Measured for the Main CD
Bisignate of Each Oligomer

W (meV)

dimer 430

trimer 340

tetramer 230

pentamer 220

hexamer 180

heptamer 150

octamer 110
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The results discussed above can be qualitatively interpreted
from a molecular orbital analysis. We focus on the trimer as a
simple stackedmodel. As can be seen in Figure 6 (left panels), the
aforementioned bisignate is the envelope of four electronic
transitions with excitation energies of 279.1 (D1) and 278.6 nm
(D2) for the positive feature and 260.6 (D3) and 259.0 nm (D4)
for the negative one. Among them, only D3 and D4 have
nonvanished oscillator strength values, being the origin of the
main absorption band in the UV�vis spectrum (Figure 6). These
four excitations are described by the contribution of several
monoelectronic transitions which involve up to 18 molecular
orbitals, fromMO289 toMO306, withMO297 being the highest
occupied molecular orbital (HOMO). A complete summary of
quantitative assignments for D1�D4 and topologies of the
289�306 MO are included as Table TS2 and Figure FS2,
respectively, in Supporting Information. Figure 6 (right panels)
also shows the calculated spectra for the trimer with a rotation
angle of �20�, forming a left-handed helix. Its CD spectrum is a
mirror image of the calculated one for the right-handed helix,
while the absorption spectra are identical, which confirms that
the chiro-optical signal is only due to the supramolecular assembly.

The similar optical activity of the two bisignate branches
together with their extremely different absorption intensities
allows us to anticipate that the positive CD feature should be the
result of two magnetic dipole allowed (mda) transitions (D1 and
D2) while the negative band would be due to two electric dipole

allowed (eda) ones. This conclusion is, therefore, depending of
the angle θ between the corresponding magnetic and electric
transition dipole moments (MTDM and ETDM, respectively),
which determine the final CD activity of any electronic transition
ji f jj by means of the Rosenfeld equation:18

Z
Δεdv � Rij≈μ~ij 3 mBji ¼ jμ~ijj 3 j mBjij 3 cos θ

where Rij is the rotational strength (which is related with the
intensity of the chiro-optical signal), μ is the EDTM for the
jifjj transition,m is theMDTM for the reverse transition, and
θ is the angle between these two magnetic dipole moments. As
can be seen in the equation, the Rij value will be positive if θ is
smaller than 90�, negative if larger, and null if the vectors are
perpendicular. In an achiral monomer, either m = 0, μ = 0, or
θ = 90�, so all its electronic transitions are CD silent, as success-
fully predicted in our case. However, a chiral assembly will modify
these parameters, and as a consequence, an induced CD signal
will appear.

Thus, to find out the true origin of the chiro-optical activity in
the trimer (and by extension in the rest of oligomers), we need to
calculate the EDTM and the MDTM vectors. They are drawn in
Figure 7 for the D1�D4 electronic transitions. The components
of each vector can be found in Table TS3 of Supporting
Information. First we pay attention to D1 and D2 transitions.
As represented in Figure 7, their calculated EDTM and MDTM
vectors are within the xy molecular plane, being the θ values 2.4
and 4.2�, respectively. Hence the Rij is positive. The modulus of
their MDTMs is significantly greater than for their EDTMs, and
as a consequence, we can conclude that D1 and D2 are markedly
mda transitions with weak contributions from the EDTM.

The calculated MTDM and EDTM of D3 and D4 transition
are also within the xy plane; however, their angles are rather
different, 146.0 and 167.4�, respectively. The cosines of these
angles are similar, in absolute values, to those of D1 and D2, but
now the signs, and consequently the Rij values, are negative. The
MDTMmodulus is here much lower than the EDTM one, what
means that not only the sign of the band, but the origin of the CD
signal is inverted. D3 and D4 are then eda transitions, that is to
say, the nature of their chiro-optical activity is largely electric,
having a weak contribution of the magnetic component. This is
also the cause of their strong absorption intensities, which
successfully explains the spectra of Figure 6.

Figure 6. Bar representation of the exciton energies of the transitions calculated for the trimer with a rotation angle between stacked monomers of 20�
(left panels) and �20� (right panels). The height of the green bars is proportional to the rotational strength.

Figure 5. Calculated CD spectra of the right-handed (20� rotation
angle) trimer at different intermomomer distances (D): 3.0 (orange),
3.3 (brown), 3.5 (blue), 4.0 (green), 5.0 (red), and 8.0 Å (black).



3318 dx.doi.org/10.1021/ct200505s |J. Chem. Theory Comput. 2011, 7, 3314–3322

Journal of Chemical Theory and Computation ARTICLE

The MDTM and EDTM moduli of the electronic transitions
D1�D4 allow us to explain the spectral intensities shown in
Figure 3. Table 2 summarizes the values for the series of
oligomers studied, all of them normalized to the number of
monomers as performed for the calculated spectra. Accordingly
with the behavior of the Cotton effect, the MDTM modulus
grows up when increasing the oligomer size, showing similar
values for the four transitions. On the contrary, the EDTM
modulus is noticeably higher for D3 and D4 than for D1 and D2
doublets and, in agreement with the absorption spectra, the
values for D3 and D4 go down with the number of monomers.
Since EDTMs for D1 and D2 do not show a clear trend within
the series, and taking into account that the θ values do not
appreciably vary with respect to those shown in Figure 3 for the
trimer, we can conclude that the increasing of the CD signal is
largely caused by the enhancement of the magnetic coupling
between the stacked monomers.

A further explanation of the different nature found for the two
components of the Cotton effect in these oligomers can be
reached by analyzing the MO of the trimer involved in the
D1�D4 transitions. In an eda mechanism, only the displacement
of electric charge during the excitation is relevant, while a mda
transition is characterized by the magnitude of the magnetic
moment. This means that in a mda transition, we must focus our

attention on the electric charge rotation perpendicular to the
molecular planes, which can be evaluated in light of the MO
topologies associated to the monoelectronic transitions and their
relative weights (Figure FS2 and Table TS2, respectively, of
Supporting Information). The analysis can be summarized in the
following points:
(i) All MO analyzed belong to the π-bond system. In the

basis of the electron density distribution, they can be
classified into two groups. The 289, 291, 293, 298(LUMO),
and 299 MOs have stacking topologies because the inter-
plane electronic density is reinforced. The rest of MOs
exhibit nodal planes in the intermonomer regions, so they
are antistacking topologies. This fact can be observed for
HOMO andLUMO, as representative examples, in Figure 8.

(ii) The monoelectron transitions can connect two similar
MO or not. Only in the last case we have charge rotation
and, consequently, magnetic moment. This can be
supported by calculating the total contribution of transi-
tions with charge rotation in the two mda transitions, D1
and D2, being 23 and 35%, respectively, while these
values are much lower in the two eda transitions, namely
3 and 7% for D3 and D4, respectively. These values also
show the same trend as the calculatedMDTM (see Table
TS3, Supporting Information).

(iii) As can be observed in Figure 8, and more extensively in
Figure FS2, Supporting Information, in all the mono-
electron transitions, the electronic density flows away
from the CtC bonds. Electronic excitations are then
associated to structural changes in which the CtC
bonds become longer while the adjacent C�C ones
shorten, and as a consequence, the molecular structure
in the excited state is expected to be more rigid than in
the ground state. We expect this effect affects to the
benzene rings, which undergo an aromatic-to-quinoid
transition.

The last hypothesis has been investigated by comparing the
optimized structures of the monomer in the ground state and in
the first excited state, Table 3. They were calculated using the
restricted configuration interaction (singlet) approach (RCIS) in
combination with the 3-21 g(d) basis set. The quinoid structure
is only observed for one of the three aryl-acetylene moiety and
the central benzene ring, remaining the bond lengths of the other

Figure 8. Frontal and side views of the HOMO and LUMO topologies
calculated for the trimer.

Figure 7. EDTM (red vectors) and MDTM (blue vectors) associated
to D1�D4 electronic transitions of the trimer.

Table 2. Calculated Modulus of EDTM and MDTM Vectors
Associated to the D1�D4 Monoelectron Transitionsa

EDTM MDTM

D1 D2 D3 D4 D1 D2 D3 D4

dimer 1.26 0.81 24.43 23.78 12.7 13.4 0.63 0.77

trimer 1.63 1.01 18.49 17.93 16.3 17.5 1.13 1.21

tetramer 2.09 1.17 12.65 12.93 19.3 21.3 1.64 1.46

pentamer 2.16 0.95 10.23 10.10 20.0 18.7 1.40 2.25

hexamer 2.27 0.97 9.77 9.20 21.4 21.8 1.52 2.22

heptamer 2.27 0.88 8.07 7.44 21.8 23.4 1.85 2.22

octamer 2.18 0.78 6.24 5.48 21.2 24.4 2.96 4.37
aAll values have been divided by the number of monomers in each case.
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two tails unchanged. This is in agreement with the topology of
most of the MO, in which the electronic density is concentrated
over one of the aryl-acetilene groups. As predicted, the central
ring distorts its hexagonal symmetry in the S1 state, thus
presenting a quinoid structure with respect to the involved aryl-
acetylene group. Within this branch, the CtC bond is length-
ened, while the two adjacent C�C bonds are similarly shortened.
This in turn modifies the outer benzene ring, which presented
some quinoidization in the ground state, also in the aromatic-to-
quinoid sense.

In the precedent paragraphs, we have shown that the CD
signal produced by a 20� right-handed helices was largely due to
either a magnetic or an electric mechanism. Looking for a rela-
tionship between the torsion angle of the chromophores and the
chiro-optical response, we have studied a similar series of π-
stacked columnar oligomers with a rotation angle between mono-
mers of 120� and maintaining the intermonomer separation of
3.5 Å. Since this angle matches the pseudosymmetry angle of the
C3 molecules, the only structural element to characterize the
helices is now the position of the pyridinium ring, without which
no rotation angle could be defined, and in consequence, we
would have no helix. In order to check the ability of the
calculation method in this new scenario, we have first calculated
the CD spectrum of a 120� right-handed tetramer in which the
pyridine ring was replaced by a benzene one, that is to say, a
columnar structure in which no rotation between monomers can
be appreciated. Figure 9 compares theCD spectra of both tetramers,
with or without pyridine. As can be seen, the chiral response in
the last case is negligible, which demonstrates that our metho-
dology is able to detect a helical symmetry even though it depends
on a subtle atomic substitution in a moderate-size chromophore.

Figure 10 displays the normalized electronic absorption and
CD spectra calculated for the new series. Comparing with the
spectra of Figure 3, noticeable deviations are observed. While the
UV�vis spectra of helices with 2�5 units are quite similar for
both rotational angles, those with 6�8 units show a dramatic
intensity reduction. The analysis of the CD spectra is more
troublesome, as they do not exhibit a fair trend. A Cotton effect
with a positive band at 259 nm and a negative one about 250 nm
is the dominant feature in tetramer and pentamer, whose spectra
also show very similar intensities after normalization. The pentamer
shows a second, less intense, negative band at 271 nm, which
undergoes intensity enhancement and blue-shift with the addi-
tion of monomers, being the only dominant band, at 266 nm, in
the octamer. In a precedent paragraph, exciton cancellation has
been related with the increasing of the intermonomer distance.

Nowwe show a similar phenomenon associated with the rotation
angle between adjacent monomers, which is highlighted from a
critical number of units in the helix.

The electronic transitions involved in the UV�vis and CD
spectra of the tetramer (the smaller oligomer showing a clear
Cotton effect) are analyzed in Figure 11, which also shows the
associated MDTM and ECTM vectors of the most intense
transitions. We name D1 and D2 to the positive and the negative
strongest transitions, respectively. Figure 11 shows that the dif-
ference between the MDTM and EDTM moduli is less pro-
nounced than in the case of the oligomers with rotation angle of
20� (see Figure 7), which indicates that no clear separation between
magnetic and electric dipole mechanism exists. In consequence,
chiro-optical activity is only predicted for the intense UV�vis
absorption, while the positive CD features of the 20� oligomers,
which were largely induced by the magnetic mechanism, do not
have significant activity in this series. The topology and con-
tribution of the MO associated to the D1 and D2 transitions
(included as Figure FS3 and Table TS4 of the Supporting
Information, respectively), indicate that in the more relevant
monoelectron transitions, the π orbitals change their orientation
from the xy plane to the z axis in both cases. This movement
creates a charge rotation within the xy plane which explains both
transitions are mda, besides being eda as supported by their
strong absorption bands.

As the final part, we have applied all the arguments developed
in this work to reach a suitable approach to the experimental CD
spectrum of a C3 star-shaped as a representative example of π-
stacked columnar superstructures with chiral properties. As
aforementioned, the presence of a stereogenic center is now
mandatory to give chirality to the aggregates, so that we have
selected the molecule shown in Figure 12, named as PA3Bz. It is
formed by the basic aromatic skeleton studied in this work to
which three identical aliphatic side chains, each of them contain-
ing an asymmetric carbon atom, were attached to the central
benzene ring, with the outer pyridine moiety being replaced by a
benzene ring.

In a previous work we reported the synthesis and a spectro-
scopic study of PA3Bz, supported by DFT theoretical calcula-
tions on a π-stacked dimer as a basic model of a left-handed helix.21

The experimental CD spectrum of a solid sample was largely
composed by two broad features, namely a positive band at
271 nm and a negative one at 324 nm. In this spectral region we
can take on that the CD signal is induced by the formation of chiral
superstructures in solid state. By applying the results obtained in

Table 3. Relevant Bond Lengths (in Å) Calculated for the
Ground State and the First Excited State of the Monomer

Figure 9. Calculated CD spectra of a π-stacked tetramer whose
monomers contain either pyridine (red) or benzene (blue) moieties
in one of their branches.
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this work for columnar helices, this experimental CD spectrum is
compatible with a left-handed helix with a separation between
stacked monomers of about 3.3�3.2 Å. In order to approach the
rotation angle, we investigate the influence of this parameter on
the chiro-optical signal. Figure 13 shows the CD spectra of a
series of right-handed trimers with different rotation angles from

20 to 120� and using the standard separation betweenmonomers
of 3.5 Å. These spectra suggest that more intense Cotton effects
are associated with small angles, being negligible the effect over
the transition energies. We then chose a rotation angle of 20� to
try to reproduce the experimental CD spectrum of PA3Bz.

Figure 14 shows a comparison between the experimental
CD spectrum of PA3Bz from a solid sample and the calculated

Figure 10. Left: Electronic absorption spectra of the π-stacked columnar oligomers, from 1 to 8 monomers, with a rotation angle between stacked
monomers of 120�. Right: CD spectra of the oligomers with 5 (blue), 6 (brown), 7 (green), and 8 (red) monomers. All the spectra were normalized to
the number of monomers.

Figure 11. Left: bar representation of the exciton energies of the transitions calculated for a 120� right-handed tetramer. Right: EDTM (red) and
MDTM (blue) vectors associated to the most intense electronic transitions.

Figure 12. Chemical structure of the molecule PA3Bz.

Figure 13. CD spectra of the right-handed trimer with rotation angles
between monomers of 20� (blue), 40� (brown), 70� (green) and 120�
(red).
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spectrum for the model trimer described in the previous para-
graph, using the CAM-B3LYP functional in combination with
the cc-pvdz ab initio basis set. The striking resemblance existing
between these two spectra allows us to suggest that the model
helix would be a reliable model of interaction in the solid state, at
or at least partially, of the PA3Bz molecules.

4. CONCLUSIONS

We have applied a first-principles quantum chemical approach
to understand the origin of the chiro-optical signal induced by the
chiral aggregation of an achiral chromophore. The study was
focused in predicting the CD spectra of different π-stacked
columnar oligomers built with C3 star-shape molecular bricks.
We studied the influence of the relevant structural self-assembly
parameters on the CD spectra (i.e., the number of units, the
rotation angle, and the intermonomer distance). A detailed
analysis was based on the MO topologies and the MTDM and
ETDM, the vectors which determine the CD intensities, has been
conducted.

We showed that the chiral signal per monomer unit (i.e., the
total intensity divided by the number of monomers) increases
almost linearly with increasing the oligomer size. The CD signal
is also highly sensitive to long-range interunits distances. So, we
have obtained useful spectroscopic�structural connections be-
tween this intermolecular distance and the exciton bandwidth.
The analysis of the transition dipole moment vectors allowed us
to accurately assign themagnetic and the electric contributions of
the main CD bands, which are essential to explain the relations
between the absorption and the CD spectra. The origin of the
CD signal, either magnetic or electric, was successfully inter-
preted from of the topologies of the MOs associated to the one-
electronic transitions. Two different MO topologies were de-
scribed for this type of supramolecular aggregates, named as
stacking and antistacking. Thus, from a simple analysis of the
MOs connected in each CD band, its magnetic or electric
character can be anticipated. Our calculations also showed that
small rotation angles provide intense Cotton effects and strong
CD bands. As a final remark, we rationale the influence of the
various structural factors of supramolecular self-assemblies in
connection with the nature of their CD spectroscopic signal,
which provides new avenues for structure�spectroscopic
relationships.
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ABSTRACT: We present a systematic study of the basis set dependence of the backscattering vibrational Raman intensities and
Raman Optical Activity (ROA) intensity differences. The accuracies of computed Raman intensities and ROA intensity differences
for a series of commonly used basis sets are reported, relative to large reference basis sets, using the B3LYP density functional. This
study attempts to separately quantify the relative accuracies obtained from particular basis set combinations: one for the geometry
optimization and force field computation and the other for the computation of Raman and ROA tensors. We demonstrate here that
the basis set requirements for the geometry and force fields are not similar to those of the Raman and ROA tensors. The Raman and
ROA tensors require basis sets with diffuse functions, while geometry optimizations and force field computations typically do not.
Eleven molecules were examined: (S)-methyloxirane, (S)-methylthirane, (R)-epichlorhydrin, (S)-CHFClBr, (1S,5S)-α-pinene,
(1S,5S)-β-pinene, (1S,4S)-norborneneone, (M)-σ-[4]-helicene, an enone precursor to a cytotoxic sesquiterpene, the gauche�
gauche conformer of the monosaccharide methyl-β-D-glucopyranose, and the dipeptide Ac-(alanine)2-NH2. For the molecules
examined here, intensities and intensity differences obtained from Raman and ROA tensors computed using the aug-cc-pVDZ basis
set are nearly equivalent to those computed with the larger aug-cc-pVTZ basis set. We find that modifying the aug-cc-pVDZ basis set
by removing the set of diffuse d functions on all atoms (while keeping the diffuse s and p sets), denoted as aug(sp)-cc-pVDZ, results
in a basis set which is significantly faster without much reduction in the overall accuracy. In addition, the popular rDPS basis set
introduced by Zuber and Hug offers a good compromise between accuracy and efficiency. The combination of either the aug(sp)-
pVDZ or rDPS basis for the computation of the Raman and ROA tensors with the 6-31G* basis set for the geometry optimization
and force field calculation is a reliable and cost-effective method for obtaining Raman intensities and ROA intensity differences.

1. INTRODUCTION

Raman optical activity (ROA), the difference in Raman
scattering intensity for left and right circularly polarized light, is
a powerful tool for studying chiral molecules and determining the
structure of biomolecules in their native environment. The
theory and first genuine experimental observations of ROA were
reported by Barron and Buckingham,1,2 in the early 1970s.
Recent advances in instrumentation3 and the development of a
commercial ROA instrument (the ChiralRAMAN from Bio-
Tools, Inc.) have led to an increase in the number of applications.
See the review by Barron and Buckingham4 for the current status
of the field. The calculation of ROA spectra using ab initio quantum
chemical methods is an important aspect of the technique, as
comparison of predicted and experimental spectra can provide
detailed structural information as well as absolute configuration
assignments. There have been many recent computational applica-
tions of ROA for a variety of systems, including amino acids,5,6 small
peptides,6�11 proteins,12 transition metal complexes,13 carbo-
hydrates,14�16 and helicenes17,18 as well as many other mole-
cules.19�23 ROA has been used to study atropisomerism in
binapthyl derivatives,24 and recently, the absolute configuration
of junionone, a natural monoterpenoid, was determined using
ROA.25 See ref 26 for a review of recent computational applications.

There are several forms of ROA depending on the choice
of polarization modulation, scattering geometry, and laser
frequency.27�32 In the far-from-resonance theory, where the
exciting laser radiation is far from the lowest allowed electronic
excited state, ROA intensity differences depend on the normal
mode derivatives of three polarizability tensors, namely, the

electric dipole�electric dipole polarizability, the electric dipole�
electric quadrupole polarizability, and the electric dipole�magnetic
dipole polarizability. The electric dipole�electric dipole polariz-
ability derivatives are used to form two Raman tensor invariants,
and all three polarizability derivatives are used to form the three
ROA tensor invariants31,33 from which the Raman intensities and
ROA intensity differences are obtained, respectively.

The recent development of fully analytic derivative methods
to compute the various polarizability derivatives34�37 has further
extended the size of systems that can be studied. See ref 33 for a
review of theoretical approaches for computing ROA intensities.
Fully analytic methods offer two choices:33 a “one-step” proce-
dure in which the force field and Raman/ROA tensor invariants
are computed at the same time using the same level of theory and
taking advantage of the 2n+1 rule to do only first order CPKS or a
“two-step” procedure in which the force field and Raman/ROA
tensor invariants are computed in separate steps and require
second order CPKS (n+1 rule), thus allowing for the use of
different levels of theory for each step. Both procedures require
the solution of 11 frequency-dependent first order CPKS equa-
tions (three electric, three magnetic, and five quadrupole fields)
as well as three times the number of atoms static first order
nuclear coordinate CPKS equations. The “two-step” procedure
additionally requires the solution of 30 static mixed second order
CPKS equations (six electric�electric, nine electric�magnetic,
15 electric�quadrupole). (We note that in Furche’s Lagrangian
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approach for computing Raman intensities,38 the static second
order CPKS equations are referred to as “TDKS gradient
equations”, but the computations involved are identical.) If the
basis set requirements for the force field and Raman/ROA tensor
invariants are similar, then the “one-step” procedure is optimal,
since the additional solution of 30 static CPKS equations is
avoided. We note that it is possible to use different levels of
theory for the force field and Raman/ROA tensor invariants in an
effective “one-step” procedure where the resulting nuclear co-
ordinate derivatives of the three polarizability tensors are com-
bined with a force field computed at a different level of theory. In
this case, however, three times the number of atoms static nuclear
coordinate CPKS equations need to be solved for each level of
theory. Since the number of nuclear coordinate CPKS equations
that need to be solved depends on the number of atoms, this step
becomes dominant for large molecules. All previous published
computational ROA studies have been carried out using a “one-
step” procedure or an “effective one-step” procedure as outlined
above. Although not addressed in this work, the “two-step”
(n+1 rule) has the additional advantage that it allows for
alternative approaches to full force-field determination such as
mode-tracking23,39 and intensity-tracking40,41 methodologies
developed by Reiher and co-workers.

Raman intensities are known to be sensitive to diffuse
augmentation of the basis set.38,42 Zuber and Hug43 have pointed
out the importance of diffuse functions in computing ROA
tensor invariants. They proposed a minimal rDPS basis set,
which is the 3-21++G basis augmented with a semidiffuse
p function with an exponent of 0.2 on hydrogen, which provided
ROA intensity differences which were close to those obtained
using the aug-cc-pVDZ basis set. Although ROA tensor invar-
iants computed using many basis sets were compared in this
study, only one basis set was used for the force field. Another
basis set study of ROA intensity differences has previously been
presented by Ruud and Reiher.44 They observed comparably
good results for the aug-cc-pVDZ and aug-cc-pVTZ basis sets
and concluded that the small rDPS basis set proposed by Zuber
and Hug43 was able to reproduce the ROA intensity differences
with sufficient accuracy. With the exception of rDPS, ROA
intensity differences were obtained from ROA tensors and force
fields which were computed using the same basis set. Neither of
these studies examined the dependence of the ROA intensity
differences on of the level of theory used to compute the
optimized geometry and force field. These previous studies also
used a numerical procedure for evaluating the nuclear coordinate
derivatives of the three polarizability tensors—and were there-
fore limited to small molecules due to the very demanding
computational requirements.

In addition to the quality of the basis set used to compute the
Raman/ROA tensor invariants, Raman intensities and ROA
intensity differences are also dependent on the quality of the
force field via the transformation to normal coordinates. The goal
of this study is to separate and quantify these two effects through
a systematic study of basis set dependence of the Raman
intensities and ROA intensity differences. We examine the
dependence of the Raman intensities and ROA intensity differ-
ences on the basis set used to compute the Raman/ROA tensors
invariants as well as the basis set used for the geometry
optimization and force field determination. We also report the
relative accuracies of various basis set combinations and address
which combinations provide the best accuracy for the cost. Since
the purpose of this study is to examine and quantify the basis set

convergence of Raman intensities and ROA intensity differences,
one functional (B3LYP) is used throughout. Solvent effects and
anharmonic corrections are also ignored.

2. METHODS

The molecules chosen for this study, shown in Figure 1, are
(S)-methyloxirane (1), (S)-methylthirane (2), (R)-epichlorhy-
drin (lowest energy conformer) (3), (S)-CHFClBr (4), (1S,5S)-
α-pinene (5), (1S,5S)-β-pinene (6), (M)-σ-[4]-helicene (7),
(1S,4S)-norborneneone (8), an enone precursor to the cytotoxic
sesquiterpene nor-suberosenone (1R,11S)-9, methyl-β-D-gluco-
pyranose (gauche�gauche conformer) (10), and Ac-(alanine)2-
NH2 (11). Molecules 1�3 were chosen because of their small
size, thus allowing the use of the large aug-cc-pVQZ basis set as a
reference. In addition, they include the second row atoms S and
Cl. The ROA spectra has previously been studied, both compu-
tationally and experimentally for 144,45 and computationally for
3.44,46 Molecule 4 is one of the simplest examples of the (Le Bel
and van’t Hoff) asymmetric carbon atom. Polavarapu et al.47

provided the assignment of the absolute configuration on the
basis of an ab initio ROA spectra calculation. It is included in this
study in order to examine the requirement of higher angular
momentumdiffuse functions. BackscatteringROAmeasurements48

and calculatedROAspectra49 have been previously presented for 5.
For 6, both forward scattering ROA50 and backscattering ROA51

measurements as well as calculated ROA spectra46 have been
presented. Molecule 7 is potentially of interest given the very
large value of specific rotation at the sodium D line.52,53 The
ROA spectra of 8 have been measured by Hug et al.,17 and
previous calculations44,46 have also been presented.Molecule 9, a
chiral enone precursor to the cytotoxic sesquiterpenes nor-
suberosenone and nor-suberosanone, was synthesized by Jean-
Charles and co-workers54 and its absolute configuration deter-
mined by Stephens and co-workers55 using VCD. There have
been several recent ROA calculations presented for sugars15,16,56

and carbohydrates.14 The experimental and calculated Raman
and ROA spectra of 10 have been presented previously.56,57

Given the many recent ROA calculations presented for peptides,6�12

molecule 11 was chosen as an example peptide model. We note

Figure 1. Molecular structures for (S)-methyloxirane (1), (S)-methylthir-
ane (2), (R)-epichlorhydrin (3), (S)-CHFClBr (4), (1S,5S)-α-pinene (5),
(1S,5S)-β-pinene (6), (M)-σ-[4]-helicene (7), (1S,4S)-norborneneone
(8), an enone precursor to the cytotoxic sesquiterpene nor-suberosenone
(1R,11S)-9, methyl-β-D-glucopyranose (10), and Ac-(alanine)2-NH2 (11).
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that eight of the molecules examined here (1, 2, 4�9) are
conformationally rigid, and therefore only one conformation is
present at room temperature.

The expression for the SCP backscattered Raman intensities
(IR + IL) and ROA intensity differences (IR � IL) are given by
eq 1:

IR þ IL �
ðν~in � ν~iÞ4

1� exp½ � hcν~i=ðkBTÞ�
½45α2

i þ 7β2i �

IR � IL �
ðν~in � ν~iÞ4
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In eqs 1 and 2, αi

2 and βi
2 are the Raman invariants, βGi

2 and βAi

2

are the ROA invariants, and~vin and~vi are the wave numbers of the
incident light (532 nm) and of the ith vibrational mode, res-
pectively. Qi is the normal mode of the ith vibration, and ααβ,
G0

αβ, and Aαβγ are the frequency dependent electric dipole�
electric dipole, electric dipole�magnetic dipole, and electric
dipole�electric quadrupole polarizabilities, respectively. Equa-
tion 1 includes the ν4 andBoltzmann factors—which are necessary
for comparing calculated spectra to experimental spectra.22,28,31,44,58,59

Since absolute intensities and intensity differences are not
typically measured experimentally, calculated Raman intensities
and ROA intensity differences are therefore compared in arbi-
trary units. We use percent normalized RMS deviations (%NRMS),
which is the RMS deviation divided by the range of the reference.
For the four smallest molecules (1�4), the aug-cc-pVQZ basis
set was used as a reference for the geometry, force field, Raman,
and ROA tensors. For the other molecules (5�11), the
aug-cc-pVTZ basis set was used as a reference for the geometry,
force field, and Raman and ROA tensors. We examine the
number of wrong signs, within 10% of the range. This provides
a more meaningful measure of the quality as only significant
wrong signs are seen, thus eliminating small, insignificant values.

3. COMPUTATIONAL DETAILS

All calculations were performed using a development version
of Gaussian.60 The B3LYP functional was used throughout.
Frequency dependent ROA and Raman tensors were computed
using magnetic field dependent basis functions (GIAOs)61,62

using either the “one-step” (2n+1) or “two-step” procedure
(n+1) algorithm as described by Ruud and Thorvaldsen.33 The
incident light frequency was 532 nm. For the “one-step” proce-
dure, geometry optimization, force field, and Raman and ROA
tensors were computed using the same level of theory. For the

“two-step” procedure, geometry optimization and the force field
computation were carried out in the first step while Raman and
ROA tensors were computed in the second step using the
geometry and force field obtained from the first step via the
checkpoint file. Geometry optimizations used tight convergence
criteria where the maximum force was less than 1 � 10�5 au. A
pruned (99, 590) grid having 99 radial shells and 590 angular
points per shell was used throughout. Raman intensities and
ROA intensity differences were computed from the appropriate
SCP backscattering combinations of tensor invariants28,31,33 as in
eq 1. Intensities, in arbitrary units, are plotted using a Lorentzian
line shape with a half width of 10 cm�1. Percent normalized RMS
(%NRMS) is the RMS deviation divided by the range of the
reference, multiplied by 100. Modes below 100 cm�1 were
excluded from the analysis. NWS are the number of wrong signs
which have intensity differences (IR� IL) greater than 10% of the
total range of the reference. Tables in the paper include vibra-
tional frequencies in the range 100�1900 cm�1. Differences in
the force fields may lead to a different ordering of the vibrational
modes, giving rise to apparent differences in the sign of the
intensity differences as well as to artificially large %NRMS values.
This was particularly the case for the 6-31G* and aug-cc-pVDZ
force field basis sets. Care was taken to match corresponding
modes, in terms of atomic displacements, in the comparison.

The basis sets used for geometry optimization and force field
calculation were aug-cc-pVQZ (molecules 1�4 only), aug-cc-
pVTZ, cc-pVTZ, 6-31G*, aug-cc-pVDZ, and aug(sp)-cc-pVDZ.
The basis sets used to compute Raman/ROA tensors were aug-
cc-pVQZ (molecules 1�4 only), aug-cc-pVTZ, aug-cc-pVDZ,
aug(sp)-cc-pVDZ, rDPS, cc-pVQZ (molecules 1�4 only),
cc-pVTZ, cc-pVDZ, 6-311++G(2d,2p), 6-311++G**, 6-31G*,
TZVP, d-aug-cc-pVTZ, d-aug-cc-pVDZ, and Sadlej and LPol-
ds. We use the common convention where the basis set listed
before “//” implies the one which was used to compute the
Raman and ROA tensors, while the basis set listed after “//”
implies the onewhichwas used for the geometryminimization and
force field determination. Formolecules 1�4, the aug-cc-pVQZ//
aug-cc-pVQZ level of theory was used as the reference, and for
molecules 5�11, the aug-cc-pVTZ//aug-cc-pVTZ level of theory
was used as the reference. For each of the molecules, the numbers
of basis functions for many of the basis sets are given in Table 1,
alongwith the number of normalmodes considered in the analysis.

The basis set references are as follows. Pople style basis sets:
6-311++G(2d,2p), 6-311++G**, and 6-31G*.63�70 Dunning’s
correlation consistent basis sets: cc-pVDZ, cc-pVTZ, and cc-pVQZ.71

Dunning’s singly augmented correlation consistent basis sets:
aug-cc-pVDZ, aug-cc-pVTZ, and aug-cc-pVQZ.72 The d-aug-cc-
pVTZ and d-aug-cc-pVDZ73 are the doubly augmented aug-cc-
pVTZ and aug-cc-pVDZ basis sets, respectively. Sadlej basis sets:
Sadlej74,75 and LPol-ds.76 Ahlrichs’ TZVP77,78 basis set. The
rDPS basis set43 is the 3-21++G basis set augmented with a
semidiffuse p function with an exponent of 0.2 on hydrogen. The
aug(sp)-cc-pVDZ basis set, introduced here, is obtained from
the aug-cc-pVDZ basis set by removing all d type diffuse
functions, leaving only s and p type diffuse functions. We note
the previous use of pruned augmented basis sets for computing
magnetizabilities.79

4. RESULTS AND DISCUSSION

4.1. Molecules 1�3. The %NRMS deviations for the fre-
quencies, Raman intensities and ROA intensity differences, and
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the number of wrong signs with respect to those obtained at the
aug-cc-pVQZ//aug-cc-pVQZ level of theory for molecules 1�3
are given in Table 2, respectively, for various basis set combina-
tions. Deviations of various basis sets used to compute the Raman
and ROA tensors using geometries and force fields computed at
the aug-cc-pVQZ basis set are presented at the top of the table.
The importance of diffuse functions in the basis set used to
compute the Raman/ROA tensors is evident. The %NRMS
deviation for Raman/ROA tensors computed with the cc-pVQZ
basis set is roughly 3�4% for the Raman intensities and 5�7%
for the ROA intensity differences, although there are no wrong
signs (within 10% of the range of the reference). These results
show that even the large quadruple-ζ basis set still benefits from
diffuse functions. The %NRMS deviations for the aug-cc-pVTZ
basis set are 0.5% or less for both Raman intensities and ROA
intensity difference, and there are also no wrong signs. Removing
diffuse functions from this triple-ζ basis set (cc-pVTZ) increases
the %NRMS deviation to 5�7% for Raman intensities and
10�12% for ROA intensity differences. Also, there is one wrong
sign for 1 and 3 and two wrong signs for 2. This effect is even
more dramatic for the double-ζ basis set. The %NRMS devia-
tions for the aug-cc-pVDZ basis set range from less than 1% for
Raman intensities and 1�2% for ROA intensity differences.
Removing the diffuse functions from this basis set (cc-pVDZ)
increases the %NRMS deviation to 7�13% for Raman intensities
and to 19�25% for ROA intensity differences and also increases
the number of wrong signs. There are two wrong signs for 1,
four wrong signs for 2, and three wrong signs for 3. The
aug(sp)-cc-pVDZ basis set provides %NRMS deviations for
Raman intensities and ROA intensity differences which are close
to those obtained using full aug-cc-pVDZ basis set and intro-
duces no wrong signs for these three molecules. The effect
of removing the d type diffuse functions increases the Raman
intensity %NRMS deviation by roughly 1% while increasing the
ROA intensity difference %NRMS by 1�2% . Overall, diffuse d
functions have a relatively small influence on the Raman/ROA
tensor invariants for molecules 1�3 even though 2 contains a
sulfur atom and 3 contains a chlorine atom. The small rDPS basis
set provides Raman intensity and ROA intensity difference %
NRMS deviations which are slightly larger than those of aug(sp)-
cc-pVDZ. We note that the rDPS ROA intensity difference %
NRMS deviations are slightly less (molecules 1 and 2) or the
same (molecule 3) as compared to cc-pVQZ. As has previously
been shown,42,43 and is evident from Table 1, 6-31G* is a very

poor basis set for computing Raman and ROA tensors. The %
NRMS deviations range from 8 to 20% for Raman intensities and
23 to 32% for ROA intensity differences with 2�3 wrong signs
introduced.
Although the objective of this study is to examine the basis set

convergence of Raman intensities and ROA intensity differences,
it is useful to give these %NRMS values some perspective by
comparing to the experimental Raman and ROA spectra of 1.
In this case, the experimental Raman and ROA spectra of
180 were scaled, with respect to the spectra obtained at the aug-
cc-pVQZ//aug-cc-pVQZ level of theory, by matching the max-
imum intensity or maximum intensity difference, respectively.81

The %NRMS deviations, with respect to the experimental
spectra, of the Raman intensities and ROA intensity differences
obtained at the aug-cc-pVQZ//aug-cc-pVQZ level of theory are
roughly 12% and 6%, respectively, and the %NRMS deviation for
the frequencies is 2%.
The Raman and ROA spectra for 1 are shown in Figure 2. In

this figure, Raman and ROA tensors were computed at each of
the aug-cc-pVQZ, aug-cc-pVTZ, aug-cc-pVDZ, aug(sp)-cc-pVDZ,
and rDPS basis sets using the aug-cc-pVQZ optimized geometry
and force field. The Raman and ROA spectra obtained from the
first four basis sets are almost visually indistinguishable. The
Raman intensities and ROA intensity differences obtained using
the rDPS basis set are overall very similar but show slight intensity
increases around 400 cm�1 and 950 cm�1 in the ROA spectrum.
Raman intensity and ROA intensity difference %NRMS

deviations obtained using the reference aug-cc-pVQZ basis set
for the Raman and ROA tensors and the aug-cc-pVTZ, cc-pVTZ,
6-31G*, and aug-cc-pVDZ basis sets for the force field are also
shown for molecules 1�3 in Table 2. Force fields computed at
the aug-cc-pVTZ basis provide %NRMS deviations for Raman
intensities and ROA intensity differences which differ from aug-
cc-pVQZ by 1% or less. Removing the diffuse functions from this
triple-ζ basis set (cc-pVTZ) results in %NRMS deviations of
Raman intensities and ROA intensity differences which are
essentially the same, with the exception of 1 where the ROA %
NRMS increases by 2%. Force fields computed using the 6-31G*
basis set produce %NRMS deviations of 2�4% for Raman
intensities and deviations of 4�6% for ROA intensity differences.
There is also one wrong sign introduced for eachmolecule. Force
fields computed using the aug-cc-pVDZ basis set produce %
NRMS deviations which are slightly higher than for 6-31G*.
There is one wrong sign for 1 and 2, but no wrong signs for 3.

Table 1. Number of Basis Functions and Normal Modes for Molecules 1�11

molecule stoichiometry modesa aug-cc-pVQZ cc-pVQZ aug-cc-pVTZ cc-pVTZ aug-cc-pVDZ aug(sp)-cc-pVDZ rDPS 6-31G*

(1) (methyloxirane) C3H6O 18 596 400 322 204 146 126 88 72

(2) (methylthirane) C3H6S 18 600 404 326 208 150 121 92 76

(3) (epichlorhydrin) C3H5ClO 18 634 429 349 224 164 139 99 89

(4) (CHFClBr) CHFClBr 8 383 267 224 151 118 98 75 81

(5) (α-pinene) C10H16 56 828 524 374 324 226 182

(6) (β-pinene) C10H16 55b 828 524 374 324 226 182

(7) (norborneneone) C7H8O 34 552 352 256 216 152 136

(8) ((M)-σ-[4]-helicene) C8H12 44 690 438 315 270 189 159

(9) (enone precursor) C13H18O 71 1058 672 484 414 290 246

(10) (β-methyl-glucose) C7H14O6 58 920 586 425 360 253 223

(11) (Ac-(alanine)2-NH2) C8H15N3O3 59b 989 630 457 387 272 240
aNumber of normal modes between 100 and 1900 cm�1. bNumber of normal modes between 107 and 1900 cm�1.
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Raman and ROA %NRMS deviations obtained using the aug-
(sp)-cc-pVDZ for the geometry and force field are similar to

those obtained using the aug-cc-pVDZ basis set for 1, 2, and 3.
There are also no wrong signs.

Table 2. %RMS Deviations of Frequencies, Raman Intensities, and ROA Intensity Differences of 1�4 for Various Basis Set
Combinationsa

(1)methyloxirane (2)methythirane (3)epichlorhydrin (4)CHFClBr

basis set %NRMS deviation NWS %NRMS deviation NWS %NRMS deviation NWS %NRMS deviation NWS

force field Raman/ROA ν IR+IL IR-IL ν IR+IL IR-IL ν IR+IL IR-IL ν IR+IL IR-IL

aug-cc-pVQZ: 0.0 0.0 0.0 0.0

aug-cc-pVQZ 0.0 0.0 0 0.0 0.0 0 0.0 0.0 0 0.0 0.0 0

aug-cc-pVTZ 0.2 0.3 0 0.2 0.5 0 0.2 0.4 0 0.6 1.6 0

aug-cc-pVDZ 0.8 1.2 0 0.8 2.0 0 0.7 1.4 0 2.7 6.3 0

aug(sp)-cc-pVDZ 1.7 3.5 0 1.6 3.3 0 1.9 3.0 0 13.4 19.4 0

rDPS 3.2 5.2 0 3.2 4.9 0 4.4 5.5 0 31.7 32.6 1

cc-pVQZ 2.8 6.0 0 3.2 7.3 0 4.3 5.2 0 8.0 10.6 0

cc-pVTZ 5.5 11.7 1 4.5 12.2 2 7.2 10.3 1 14.2 17.4 0

cc-pVDZ 13.1 24.8 2 6.9 20.7 4 11.3 19.0 3 24.7 26.0 0

6-31G* 19.5 31.9 2 7.6 22.6 2 11.3 25.1 3 18.7 23.0 1

aug-cc-pVTZ: 0.1 0.1 0.2 0.2

aug-cc-pVQZ 0.2 1.0 0 1.0 0.6 0 1.2 0.8 0 0.7 0.7 0

aug-cc-pVTZ 0.3 1.1 0 1.1 0.8 0 1.3 1.0 0 1.0 2.1 0

aug-cc-pVDZ 0.8 1.6 0 1.3 2.1 0 1.3 1.7 0 3.0 6.9 0

aug(sp)-cc-pVDZ 1.7 3.8 0 1.3 3.2 0 1.3 3.6 0 13.8 19.9 0

rDPS 3.2 5.5 0 3.7 4.7 0 5.2 6.1 0 32.3 33.0 2

6-31G* 19.6 31.3 3 7.6 22.2 2 11.3 25.3 3 19.1 23.1 1

cc-pVTZ: 0.1 0.1 0.1 0.7

aug-cc-pVQZ 0.8 3.0 0 0.8 0.8 0 1.3 1.1 0 1.3 1.6 0

aug-cc-pVTZ 0.8 3.1 0 0.9 1.0 0 1.3 1.3 0 1.6 3.1 0

aug-cc-pVDZ 0.8 3.5 0 1.1 2.2 0 1.3 1.9 0 3.4 8.0 0

aug(sp)-cc-pVDZ 1.6 5.2 1 1.4 3.2 0 1.3 3.8 0 14.3 21.7 0

rDPS 2.9 6.7 1 3.5 4.8 0 5.0 6.2 0 33.0 35.4 2

cc-pVTZ 5.9 10.9 2 4.2 12.0 3 6.8 10.4 0 14.9 19.3 0

cc-pVDZ 13.5 23.8 2 6.7 20.3 3 11.2 18.9 1 25.6 28.0 0

6-311++G(2d,2p) 3.1 8.2 0 1.6 5.7 1 2.8 6.2 0 6.1 12.5 0

6-311++G** 6.5 17.1 2 2.3 11.4 2 4.9 13.6 2 17.6 23.2 0

TZVP 9.1 22.3 2 4.4 18.8 4 7.3 16.6 1 28.0 34.7 0

6-31G* 19.9 30.6 3 7.7 22.0 2 11.2 25.0 3 19.4 24.8 1

6-31G*: 1.2 1.2 1.0 2.2

aug-cc-pVQZ 1.9 4.8 1 2.8 5.7 1 3.5 4.1 1 2.0 4.3 0

aug-cc-pVTZ 1.8 5.0 1 2.9 5.8 1 3.5 4.1 1 2.2 5.8 0

aug-cc-pVDZ 1.8 5.4 1 3.2 5.9 1 3.2 4.3 1 3.6 10.7 0

aug(sp)-cc-pVDZ 2.1 7.0 1 3.4 5.4 1 3.2 5.8 1 14.0 24.7 0

rDPS 3.3 8.8 1 4.9 5.9 1 5.5 8.4 1 32.3 39.5 3

6-31G* 20.2 34.4 2 8.7 19.0 2 11.6 26.2 3 18.7 28.0 2

aug-cc-pVDZ: 1.2 1.1 1.0 1.3

aug-cc-pVQZ 2.8 7.5 1 5.5 6.7 1 3.8 5.9 0 1.1 1.6 0

aug-cc-pVTZ 2.8 7.5 2 5.7 6.8 1 3.8 6.0 0 1.1 2.2 0

aug-cc-pVDZ 2.8 7.6 2 6.0 6.9 1 3.9 6.0 0 2.7 5.7 0

aug(sp)-cc-pVDZ 3.6 9.6 2 5.9 6.5 1 3.0 7.3 1 13.4 17.6 0

aug(sp)-cc-pVDZ: 1.4 1.4 1.2 1.0

aug-cc-pVQZ 2.8 6.6 0 6.0 8.0 1 3.8 6.3 1 1.4 1.3 0

aug-cc-pVDZ 2.7 6.7 0 6.4 8.1 1 4.0 6.6 1 3.3 5.9 0

aug(sp)-cc-pVDZ 3.4 8.7 0 6.4 8.0 2 3.2 7.9 1 14.3 17.9 0
a%NRMS deviations with respect to the aug-cc-pVQZ basis set. NWS is the number of wrong signs within 10% of the range.
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The Raman and ROA spectra for 1 for Raman and ROA
tensors computed using the aug-cc-pVQZ basis set and geometry
and force fields computed using the aug-cc-pVQZ, aug-cc-pVTZ,
and cc-pVTZ basis sets are visually indistinguishable and are
therefore not shown. The Raman and ROA spectra for 1 for
Raman and ROA tensors computed using the aug-cc-pVQZ basis
set and geometry and force fields computed using the cc-pVTZ,
6-31G*, and aug-cc-pVDZ basis sets are shown in Figure 3. There
are apparent differences. The positions of the frequencies and the
relative intensities differ, relative to cc-pVTZ, for 6-31G* and
aug-cc-pVDZ starting above 700 cm�1. The 6-31G* basis set
provides frequencies which are slightly blue-shifted, relative to
cc-pVTZ (and hence aug-cc-pVQZ), while the aug-cc-pVDZ
basis set provides frequencies which are slightly red-shifted. Given
the similarity of the spectra (1) and the small %NRMS deviations
between aug-cc-pVTZ and cc-pVTZ (1�3), diffuse functions
appear to have a minimal effect on the geometry and force field
for these three molecules.
Also given in Table 2 are the Raman intensity and ROA inten-

sity difference %NRMS deviations for other basis sets used to
compute the Raman and ROA tensors using the cc-pVTZ
geometry and force field. Note that the Raman and ROA %
NRMS deviations are higher for the 6-311++G(2d,2p) basis set,
as compared to aug-cc-pVDZ, despite the fact that the former
basis set is slightly larger. As pointed out by Wiberg et al.82 in the
context of specific rotations, the Pople style basis sets do not have
a diffuse p function on hydrogen, while aug-cc-pVDZ and rDPS
do. This appears to be important for Raman and ROA tensors as
well. Removing the second set of polarization functions (6-311++G**)
causes a dramatic increase in the ROA %NRMS deviation (to
17%, 11%, and 14%, respectively, for molecules 1�3). The extra
set of polarization functions appears to partially compensate
for the lack of a p type diffuse function on hydrogen. The %
NRMS deviations for Raman and ROA tensors obtained using
the TZVP basis are also given in Table 2. The TZVP basis set,
which lacks diffuse functions, is larger than rDPS and smaller
than aug(sp)-cc-pVDZ but gives %NRMS deviations which are
only slightly better than those obtained using 6-31G*.
4.2. Molecule 4. The %NRMS deviations for the frequencies,

Raman intensities, and ROA intensity differences and number of

wrong signs with respect to those obtained at the aug-cc-pVQZ//
aug-cc-pVQZ level of theory for molecule 4 are given in Table 2
for various basis set combinations. The importance of diffuse
functions in the basis set used to compute the Raman/ROA
tensors is evenmore pronounced than for molecules 1�3. The %
NRMS deviation for Raman/ROA tensors computed with the
cc-pVQZ basis set is roughly 8% for the Raman intensities
and nearly 11% for the ROA intensity differences. These
values increase to roughly 25% for the cc-pVDZ basis set. The
aug(sp)-cc-pVDZ basis gives a %NRMS deviation for Raman
intensities of 13% and ROA intensity differences of nearly 20%
compared to 3% and 6%, respectively, for the aug-cc-pVDZ basis
set. Clearly diffuse s, p, and d functions are important for 4. The
rDPS basis set, as could be expected, does not perform well
for this molecule since there is only one hydrogen and only s and
p diffuse functions on F, Cl, and Br. This basis set introduces one
wrong sign and gives larger %NRMS deviations than those
obtained using the 6-31G* basis set, for both Raman intensities
and ROA intensity differences.
Raman intensity and ROA intensity difference %NRMS devia-

tions obtained using the reference aug-cc-pVQZ basis set for the
Raman and ROA tensors and the aug-cc-pVTZ, cc-pVTZ, 6-31G*,
and aug-cc-pVDZ basis sets for the force field are also shown in
Table 2. As was observed for molecules 1�3, the Raman inten-
sities and ROA intensity differences show a relatively small depen-
dence on the presence of diffuse functions in the basis set used to
compute the geometry and force field.
4.3. Molecules 5�11. The %NRMS deviations for the fre-

quencies, Raman intensities and ROA intensity differences, and
number of wrong signs with respect to those obtained at the
aug-cc-pVTZ//aug-cc-pVTZ level of theory are given in Tables 3
and 4 for molecules 5�8 and 9�11, respectively, for various basis
set combinations. The results for molecules 1�4 suggest that this
is reasonable given that the Raman and ROA %NRMS deviations
obtained from the aug-cc-pVTZ basis set are very similar to those
obtained using the much larger quadruple-ζ basis set aug-cc-pVQZ.
Deviations of various basis sets used to compute the Raman

and ROA tensors using geometries and force fields computed
using the aug-cc-pVTZ basis set are presented at the top of
Tables 3 and 4. Again, the importance of diffuse functions for the

Figure 2. Raman (top) and ROA (bottom) spectra of 1 ((S)-methyl-
oxirane). Geometry and force field computed using aug-cc-pVQZ. ROA
tensors computed using aug-cc-pVQZ (black), aug-cc-pVTZ (red),
aug-cc-pVDZ (green), aug(sp)-cc-pVDZ (blue), and rDPS (gold).

Figure 3. Raman (top) and ROA (bottom) spectra of 1 ((S)-methyl-
oxirane). ROA tensors computed using aug-cc-pVQZ. Geometry and
force field computed using cc-pVTZ (black), aug-cc-pVDZ (red), and
6-31G* (green).
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Raman/ROA tensors is evident. The %NRMS deviations for
Raman intensities and ROA intensity differences for molecules
5�11 show trends similar to those for 1�4. Raman and ROA
tensors computed using the aug-cc-pVDZ basis set provide %
NRMS deviations for both Raman intensities and ROA intensity
differences that differ from those obtained using the aug-cc-
pVTZ basis set by less than 1%. There are also no wrong signs.
The aug(sp)-cc-pVDZ basis set provides %NRMS deviations for
Raman intensities andROA intensity differenceswhich are close to
those obtained using full aug-cc-pVDZ basis set and introduces no
wrong signs for these seven molecules. The effect of removing the
d type diffuse functions increases both the Raman intensity and
ROA intensity difference %NRMS deviations by less than 2%.
With the exception of 10, the small rDPS basis set provides Raman
intensity and ROA intensity difference %NRMS deviations which
are a few percent larger than those of aug(sp)-cc-pVDZ.
The Raman and ROA spectra for 5 are shown in Figure 4, and

the ROA spectra of 9 are shown at the top of Figure 6. In these
figures, the Raman and ROA tensors were computed at each of
the aug-cc-pVTZ, aug-cc-pVDZ, aug(sp)-cc-pVDZ, and rDPS

basis sets using the aug-cc-pVTZ optimized geometry and force
field. The Raman and ROA spectra obtained from the these basis
sets are almost visually indistinguishable.
Raman intensity and ROA intensity difference %NRMS

deviations obtained using the reference aug-cc-pVTZ basis set
for the Raman and ROA tensors and each of the cc-pVTZ, 6-31G*,
and aug-cc-pVDZ basis sets for the force field are also given in
Tables 3 and 4 for molecules 5�8 and 9�11, respectively. For
molecules 5�9, force fields computed using the cc-pVTZ basis
set provide %NRMS deviations for Raman intensities and ROA
intensity differences which differ from aug-cc-pVTZ by 1%
or less. These values are higher for molecules 10 and 11. For
molecules 5�9, force fields computed using the 6-31G* basis set
produce %NRMS deviations of 1�3% for Raman intensities and
deviations of 2�5% for ROA intensity differences. Again, these
values are higher formolecules 10 and 11, where the Raman intensity
%NRMS deviations are 8% and 7%, respectively, and the ROA
intensity difference %NRMS deviations are 11% and 7%, respec-
tively. With the exception of molecules 10 and 11, force fields com-
puted using either the aug-cc-pVDZ or aug(sp)-cc-pVDZ basis

Table 3. %RMSDeviations of Frequencies, Raman Intensities, and ROA Intensity Differences ofMolecules 5�8 for Various Basis
Set Combinationsa

(5)α-pinene (6)β-pinene (7)norborneneone (8)(M)-σ-[4]-helicene

basis set %NRMS deviation NWS %NRMS deviation NWS %NRMS deviation NWS %NRMS deviation NWS

force field Raman/ROA ν IR+IL IR-IL ν IR+IL IR-IL ν IR+IL IR-IL ν IR+IL IR-IL

aug-cc-pVTZ: 0.0 0.0 0.0 0.0

aug-cc-pVTZ 0.0 0.0 0 0.0 0.0 0 0.0 0.0 0 0.0 0.0 0

aug-cc-pVDZ 0.3 0.5 0 0.2 0.5 0 0.4 0.4 0 0.2 0.4 0

aug(sp)-cc-pVDZ 0.5 1.0 0 0.4 0.8 0 1.8 1.3 0 0.4 1.0 0

rDPS 1.1 1.8 0 1.9 1.6 0 3.6 2.3 0 1.2 2.7 1

cc-pVTZ: 0.1 0.1 0.1 0.1

aug-cc-pVTZ 0.1 0.5 0 0.3 0.6 0 0.6 0.4 0 0.2 0.3 0

aug-cc-pVDZ 0.3 0.7 0 0.3 0.7 0 0.8 0.7 0 0.2 0.5 0

aug(sp)-cc-pVDZ 0.5 1.1 0 0.6 1.0 0 1.9 1.4 0 0.4 1.1 0

rDPS 1.1 1.9 0 1.9 1.8 0 3.7 2.4 0 1.2 2.7 0

cc-pVTZ 3.2 6.5 0 5.6 7.8 1 7.8 4.9 0 3.6 7.2 1

cc-pVDZ 6.7 15.0 3 8.5 15.4 3 11.8 9.5 1 6.6 15.4 1

6-311++G(2d,2p) 0.6 1.9 0 0.6 1.7 0 1.2 1.0 0 0.4 1.3 0

6-311++G** 1.7 4.9 0 1.1 4.6 0 2.8 2.3 0 1.1 2.9 0

TZVP 3.4 9.1 1 4.5 9.7 2 6.6 5.4 0 3.4 6.3 1

6-31G* 10.3 22.3 10 10.1 20.4 6 13.6 12.1 1 8.3 21.5 1

6-31G*: 1.0 1.0 0.8 0.9

aug-cc-pVTZ 1.1 4.4 1 1.8 4.9 2 3.1 1.6 0 1.7 2.3 0

aug-cc-pVDZ 1.1 4.3 1 1.8 4.8 2 3.2 1.8 0 1.8 2.3 0

aug(sp)-cc-pVDZ 1.0 4.9 1 2.0 5.0 2 3.9 2.6 0 1.8 2.6 0

rDPS 1.4 5.0 1 2.9 5.1 2 5.1 3.1 0 2.4 3.6 0

6-31G* 10.2 28.7 9 10.3 20.1 7 14.1 12.9 1 9.0 22.1 4

aug-cc-pVDZ: 0.6 0.6 0.6 0.7

aug-cc-pVTZ 4.9 10.3 2 2.3 4.4 1 5.7 3.1 0 1.6 3.4 1

aug-cc-pVDZ 4.9 10.2 2 2.2 4.3 1 5.7 3.3 0 1.7 3.5 1

aug(sp)-cc-pVDZ 4.8 10.5 2 2.3 4.4 1 6.0 3.6 0 1.6 3.7 1

aug(sp)-cc-pVDZ: 0.9 0.9 0.7 1.3

aug-cc-pVDZ 3.3 8.8 3 2.5 4.6 3 3.1 3.4 0 2.6 3.6 0

aug(sp)-cc-pVDZ 3.2 8.8 2 2.4 4.9 3 3.8 4.0 0 2.2 3.7 0
a%NRMS deviations with respect to the aug-cc-pVTZ basis set. NWS is the number of wrong signs within 10% of the range.
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sets produce %NRMS deviations which are the same or higher
than those for 6-31G*. These results indicate that molecules
10 and 11 are more sensitive to the presence of diffuse func-
tions in the basis set used to compute the force field.
The dependence of the Raman (for molecule 5) and ROA (for

molecules 5 and 9) spectra on the basis set used for the geometry
and force field are shown in Figure 5 and at the bottom of Figure 6,
respectively. As can be observed in these figures, the Raman and
ROA spectra computed using the aug-cc-pVTZ and cc-pVTZ
basis sets are visually indistinguishable. The positions of the fre-
quencies and the relative intensities differ, relative to aug-cc-pVTZ
(or cc-pVTZ), for 6-31G* and aug-cc-pVDZ starting above
700 cm�1. The 6-31G* basis set provides frequencies which are
slightly blue-shifted, while the aug-cc-pVDZ basis set provides
frequencies which are slightly red-shifted.
Also given in Tables 3 (molecules 5�8) and 4 (molecules

9�11) are the Raman intensity and ROA intensity difference %
NRMS deviations for other basis sets used to compute the Raman
andROA tensors using the cc-pVTZgeometry and force field. The
same trends can be observed as for molecules 1�3.

The Sadlej basis set74,75 has been shown to yield Raman
intensities42 and ROA intensity differences43,44 of a quality close
to aug-cc-pVTZ. Raman intensity and ROA intensity difference %
NRMS deviations for the Sadlej basis set were found to be
equivalent (within 1%) to the aug-cc-pVTZ deviations and are
therefore not shown. The large LPol-ds basis set of Sadlej76 has
been shown to correctly predict the sign and magnitude of the
optical rotation for 6 (β-pinene) at long wavelengths and to
significantly improve the short wavelength prediction, as com-
pared to aug-cc-pVDZ and aug-cc-pVTZ. However, Raman and
ROA %NRMS deviations computed using the LPol-ds basis set
were found to be essentially equivalent to those obtained using
the aug-cc-pVTZ basis set and are likewise not shown. Raman
intensity and ROA intensity difference %NRMS deviations
obtained using the (doubly augmented) d-aug-cc-pVTZ basis
set were found to be the same as those obtained with the aug-cc-
pVTZ basis set. The (doubly augmented) d-aug-cc-pVDZ basis
set gave Raman intensity and ROA intensity difference %NRMS
deviations which were either slightly closer to those obtained
with aug-cc-pVTZ or the same as aug-cc-pVDZ.

Table 4. %RMS Deviations of Frequencies, Raman Intensities, and ROA Intensity Differences of Molecules 9�11 for Various
Basis Set Combinationsa

(9)enone (10)methyl-β-D-glucose (gg) (11)Ac-(alanine)2-NH2

basis set %NRMS deviation NWS %NRMS deviation NWS %NRMS deviation NWS

force field Raman/ROA ν IR+IL IR-IL ν IR+IL IR-IL ν IR+IL IR-IL

aug-cc-pVTZ: 0.0 0.0 0.0

aug-cc-pVTZ 0.0 0.0 0 0.0 0.0 0 0.0 0.0 0

aug-cc-pVDZ 0.1 0.5 0 0.3 0.7 0 0.6 0.5 0

aug(sp)-cc-pVDZ 0.1 1.2 0 1.6 2.5 0 1.9 1.4 0

rDPS 1.0 2.4 0 6.0 8.6 1 3.7 4.4 0

cc-pVTZ: 0.1 0.2 0.2

aug-cc-pVTZ 0.6 0.5 0 1.5 2.9 0 2.9 3.6 0

aug-cc-pVDZ 0.6 0.7 0 1.6 2.9 0 3.1 3.7 0

aug(sp)-cc-pVDZ 0.6 1.1 0 2.5 3.4 0 3.5 4.6 0

rDPS 1.4 2.3 0 6.3 8.5 2 4.8 7.3 0

cc-pVTZ 2.7 5.4 0 6.9 11.6 4 8.4 7.4 0

cc-pVDZ 4.1 15.0 4 12.9 19.3 10 14.5 13.8 4

6-311++G(2d,2p) 0.7 1.2 0 2.5 4.4 0 3.4 4.1 0

6-311++G** 0.6 3.6 0 3.8 6.9 0 4.5 5.9 0

TZVP 2.0 7.1 0 7.6 14.1 4 8.8 8.4 1

6-31G* 4.2 24.3 8 15.9 25.0 10 19.0 17.3 6

6-31G*: 0.9 1.3 1.1

aug-cc-pVTZ 1.4 3.4 1 7.8 10.9 1 6.8 7.1 1

aug-cc-pVDZ 1.4 3.4 1 8.2 11.0 1 7.0 7.1 1

aug(sp)-cc-pVDZ 1.4 3.4 1 8.3 12.6 1 7.4 8.1 2

rDPS 1.8 3.9 1 10.4 19.1 3 8.2 10.5 2

6-31G* 4.3 25.2 7 17.6 37.1 9 19.2 18.7 8

aug-cc-pVDZ: 0.5 1.5 0.7

aug-cc-pVTZ 1.4 6.6 4 3.2 3.3 0 6.5 4.5 1

aug-cc-pVDZ 1.4 6.6 4 3.2 3.5 0 6.6 4.6 1

aug(sp)-cc-pVDZ 1.4 7.0 4 3.6 4.7 0 7.0 4.9 1

aug(sp)-cc-pVDZ: 0.8 0.8 0.9

aug-cc-pVDZ 1.7 7.4 1 3.3 3.7 0 6.0 4.6 0

aug(sp)-cc-pVDZ 1.7 7.8 2 3.7 4.8 0 6.4 5.0 1
a%NRMS deviations with respect to the aug-cc-pVTZ basis set. NWS is the number of wrong signs within 10% of the range.
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4.4. Timing Differences between the “One-Step” and
“Two-Step” Procedures. Relative timings for the various basis
combinations are given in Table 5 for molecule 9, the largest
molecule examined here. Timings in this table assume 100
CPU units for the aug-cc-pVTZ//aug-cc-pVTZ level of theory.
Data are given with and without accounting for the geometry
optimization time, which assumes nine steps. Compared to the
aug-cc-pVTZ//aug-cc-pVTZ level of theory, the aug-cc-pVDZ//
cc-pVTZ combination reduces the amount of CPU time by more
than a factor of 10. The aug-cc-pVDZ//6-31G* combination
reduces time by roughly factor of 20, while the aug(sp)-cc-pVDZ//
6-31G* combination reduces the time by more than a factor
of 30. When the geometry optimization step is included, the
aug(sp)-cc-pVDZ//6-31G* combination reduces the CPU time
by a factor of 40, relative to aug-cc-pVTZ//aug-cc-pVTZ. The
aug(sp)-cc-pVDZ basis set provides nearly a factor of 2 reduction
in cost over the aug-cc-pVDZ basis set for computing just the
Raman/ROA tensors via the “two-step” procedure. The time to

compute both Raman intensities and ROA intensity differences
using the aug-cc-pVDZ//6-31G* combination is essentially the
same as the aug-cc-pVDZ//aug-cc-pVDZ combination (obtained
via the “one-step” procedure), not including the geometry opti-
mization step. However, when the geometry optimization step is
included, the aug-cc-pVDZ//6-31G* combination shows a slight
advantage. This is also the case with aug(sp)-cc-pVDZ//6-31G*
and aug(sp)-cc-pVDZ//aug(sp)-cc-pVDZ. This difference will
increase with the size of the molecule, and also if more geometry

Figure 4. Raman (top) and ROA (bottom) spectra of 5 ((1S,5S)-α-
pinene). Geometry and force field computed using aug-cc-pVTZ. ROA
tensors computed using aug-cc-pVTZ (black), aug-cc-pVDZ (red),
aug(sp)-cc-pVDZ (green), and rDPS (blue).

Figure 5. Raman (top) and ROA (bottom) spectra of 5 ((1S,5S)-α-
pinene). ROA tensors computed using aug-cc-pVTZ. Geometry and
force field computed using aug-cc-pVTZ (black), cc-pVTZ (red), aug-
cc-pVDZ (green), and 6-31G* (blue).

Figure 6. ROA spectra of 9. Top: Geometry and force field computed
using aug-cc-pVTZ. ROA tensors computed using aug-cc-pVTZ
(black), aug-cc-pVDZ (red), aug(sp)-cc-pVDZ (green), and rDPS
(blue). Bottom: ROA tensors computed using aug-cc-pVTZ. Geometry
and force field computed using aug-cc-pVTZ (black), cc-pVTZ (red),
aug-cc-pVDZ (green), and 6-31G* (blue).

Table 5. Relative Timings for Various Basis Set Combina-
tions for Molecule 9a

basis set

force field Raman/ROA time time (including geom. opt)b

aug-cc-pVTZ:

aug-cc-pVTZc 100.0 100.0

cc-pVTZ:

aug-cc-pVDZ 9.5 9.8

aug(sp)-cc-pVDZ 7.1 7.7

rDPS 5.3 6.3

6-31G*:

aug-cc-pVDZ 5.4 4.6

aug(sp)-cc-pVDZ 3.0 2.5

rDPS 1.2 1.1

aug-cc-pVDZ:

aug-cc-pVDZc 5.5 5.8

aug-cc-pVDZ 7.8 7.7

aug(sp)-cc-pVDZ:

aug(sp)-cc-pVDZc 3.1 3.3

aug(sp)-cc-pVDZ 4.2 4.2
aTime to compute just the Raman/ROA tensors using the “two-step”
procedure: aug-cc-pVDZ = 5.1; aug(sp)-cc-pVDZ = 2.7; rDPS = 0.9.
bAssuming nine optimization steps. cComputed using the “one-step”
procedure.
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optimization steps are required (i.e., floppy molecules). The
aug(sp)-cc-pVDZ//6-31G* combination provides roughly a
factor of 2 reduction in cost over the aug-cc-pVDZ//6-31G*
combination, including the geometry optimization step. The
rDPS/6-31G* combination provides roughly a factor of 4
reduction over aug-cc-pVDZ//6-31G*, including the geometry
optimization steps. The aug(sp)-cc-pVDZ//6-31G* and rDPS//
6-31G* combinations would become even more advantageous
for larger molecules.
4.5. Electric-Dipole�Electric-Quadrupole Contribution.

Luber et al.46 examined the importance of the electric-dipole�
electric-quadrupole contribution to ROA intensity differences
(βAi

2 in eqs 1 and 2). With the exception of some C�H stretching
vibrations, they found the electric-dipole�electric-quadrupole
contribution to the SCP backscattering ROA intensity differences
to be small. They found that neglecting the electric-dipole�
electric-quadrupole tensor resulted in an overall small change to
the spectra below 2000 cm�1. (Molecules 1 (methyloxirane), 3
(epichlorhydrin), 6 (β-pinene), and 8 ((M)-σ-[4]-helicene) were
included in their study.) Neglecting the electric-dipole�electric-
quadrupole contribution reduces the number of CPKS equations
from 41 to 21 for the “two-step” procedure (and from 11 to 6 for
the “one-step” procedure). Although the number of CPKS equa-
tions is reduced by nearly a factor of 2, this results in only a modest
speedup (roughly 1.4 for molecule 9) in computing the Raman
and ROA tensors using the “two-step” procedure.
The effect of neglecting the electric-dipole�electric-quadrupole

contribution on the ROA intensity difference %NRMS deviations
is shown in Table 6. For molecules 1�4, excluding the electric-
dipole�electric-quadrupole contribution gives a %NRMS devia-
tion for the ROA intensity differences of 2�3%, with respect
to aug-cc-pVQZ//aug-cc-pVQZ level of theory. For molecules
5�11, the %NRMS deviation is 2�4% with respect to aug-cc-
pVTZ//aug-cc-pVTZ. Interestingly, the %NRMS deviation
obtained from excluding the electric-quadrupole contribution
becomes slightly less than the %NRMS, which includes this con-
tribution at the aug(sp)-cc-pVDZ//6-31G* level of theory for
molecules 1�3, 5, 8, 10, and 11. For molecules 6, 7, and 9, the

%NRMS deviation obtained from excluding the electric-quadru-
pole contribution is just slightly larger. Although not shown, this
same trend is observed at the rDPS//6-31G* level of theory. On
the basis of these limited results (and those of ref 46), neglecting
the electric-dipole�electric-quadrupole tensor contribution ap-
pears to be a reasonable approximation for computing SCP
backscattering ROA spectra, especially when applied to large
molecules where the aug(sp)-cc-pVDZ//6-31G* or rDPS//
6-31G* level of theory is practical. It remains to be seen if this
is, in fact, general.

5. CONCLUSIONS

In this study, we have conducted a systematic investigation of
the basis set dependence of the backscattering vibrational Raman
intensities and Raman Optical Activity (ROA) intensity differ-
ences. We have separately quantified the basis set dependence of
the Raman/ROA tensor invariants and the force field on the
resulting Raman intensities and ROA intensity differences. We
observe that the basis set requirements for Raman/ROA tensor
invariants and the force field are not similar. Raman/ROA tensor
invariants require basis sets with diffuse functions while geometry
optimizations and force field calculations typically do not. Given
these observations, we conclude that the “two-step” procedure
(n+1 rule) is more efficient than the “one-step” procedure (2n+1
rule) for computing accurate Raman intensities and ROA inten-
sity differences, especially for large molecules.

Raman/ROA tensor invariants computed using the aug-cc-
pVTZ basis set provide Raman intensities and ROA intensity
differences which are essentially equivalent to those obtained
using the much larger aug-cc-pVQZ basis set (for molecules
1�4). More importantly, Raman intensities and ROA intensity
differences obtained using the aug-cc-pVDZ basis set for the
Raman/ROA tensor invariants are of nearly the same quality as
those obtained using the aug-cc-pVTZ basis set. We find that
modifying the aug-cc-pVDZ basis set by removing the set of
diffuse d functions (while keeping the diffuse s and p sets) results
in a basis set, denoted as aug(sp)-cc-pVDZ, which is significantly
faster without much loss in the overall accuracy. In addition, we
find that the popular rDPS basis set introduced by Zuber and
Hug43 offers a good compromise between accuracy and cost.

Geometries and force fields computed using the cc-pVTZ
basis set provide Raman intensities and ROA intensity differ-
ences which are essentially equivalent to those obtained using the
aug-cc-pVTZ basis, which are in turn are nearly equivalent to
those obtained using the aug-cc-pVQZ basis set (for molecules
1�4). At least for the types of molecules examined here, geo-
metries and force fields computed at the aug-cc-pVTZ basis set
offer no additional advantage over cc-pVTZ. Geometries and
force fields computed using the 6-31G* basis set provide Raman
intensities and ROA intensity differences which are less accurate,
but still acceptable. With the exception of 10 and 11, the 6-31G*
basis set (for the force field determination) provides Raman
intensities and ROA intensity differences which are the same or
better than those of aug-cc-pVDZ. The aug(sp)-cc-pVDZ basis
set is slightly less accurate but still provides reasonable results.
The 6-31G* basis set offers a significant computational advantage
for geometry optimizations and force field calculations, especially
for large molecules, where the geometry optimization step can
require a significant amount of computational time (on the same
order as computing the force field), especially if the molecule has
multiple low energy conformations which need to be explored.

Table 6. %NRMS Deviations of ROA Intensity Differences
with and without the Electric-Dipole�Electric-Quadrupole
Contributiona

ref aug(sp)-cc-pVDZ//6-31G*

IR � IL IR � IL NWS IR � IL NWS

molecule (without EQ) (including EQ) (without EQ)

(1) (methyloxirane) 3.1 7.0 1 5.9 1

(2) (methylthirane) 2.1 8.1 1 7.2 1

(3) (epichlorhydrin) 2.7 5.9 1 4.8 1

(4) (CHFClBr) 2.0 24.8 0 25.8 1

(5) (α-pinene) 2.9 4.9 1 4.4 1

(6) (β-pinene) 3.2 5.0 2 5.5 2

(7) (norborneneone) 1.7 2.6 0 2.0 0

(8) ((M)-σ-[4]-helicene) 3.2 2.6 0 4.2 0

(9) (enone precursor) 3.7 3.4 1 5.1 0

(10) (β-methyl-glucose) 3.8 13.5 3 12.0 3

(11) (Ac-(alanine)2-NH2) 3.0 8.1 2 7.9 2
a aug-cc-pVQZ//aug-cc-pVQZ for molecules 1�4. aug-cc-pVTZ//aug-
cc-pVTZ for molecules 5�11.
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If one assumes nine optimization steps, geometry optimization takes
roughly one-half of the time required to compute the frequencies for
molecule 9.

For small molecules, we recommend the aug-cc-pVDZ basis
for computing the Raman/ROA tensor invariants combined with
geometry optimizations and force fields computed using the
cc-pVTZ basis set (aug-cc-pVDZ//cc-pVTZ level of theory), for
intermediate size molecules, aug(sp)-cc-pVDZ//cc-pVTZ or
rDPS//6-31G*, and for large molecules, either the aug(sp)-cc-
pVDZ//6-31G* or rDPS//6-31G* levels of theory. If the “one-
step” procedure is the only option, then the aug-cc-pVDZ//
aug-cc-pVDZ or aug(sp)-cc-pVDZ//aug(sp)-cc-pVDZ levels of
theory offer the only reasonable choice. Raman/ROA tensor
invariants computed using either the aug(sp)-cc-pVDZ or smal-
ler rDPS basis sets, in combination with the geometry optimiza-
tions and force fields computed using the 6-31G* basis set, are a
reasonable choice in terms of accuracy versus cost and should be
applicable to the study of molecules such as peptides, proteins,
carbohydrates, and natural products.
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ABSTRACT: Charge carrier dynamics in an organic semiconductor can often be described in terms of charge hopping between
localized states. The hopping rates depend on electronic coupling elements, reorganization energies, and driving forces, which vary
as a function of position and orientation of the molecules. The exact evaluation of these contributions in a molecular assembly is
computationally prohibitive. Various, often semiempirical, approximations are employed instead. In this work, we review some of
these approaches and introduce a software toolkit which implements them. The purpose of the toolkit is to simplify the workflow for
charge transport simulations, provide a uniform error control for the methods and a flexible platform for their development, and
eventually allow in silico prescreening of organic semiconductors for specific applications. All implemented methods are illustrated
by studying charge transport in amorphous films of tris-(8-hydroxyquinoline)aluminum, a common organic semiconductor.

I. INTRODUCTION

The progress currently observed in the field of organic
electronics is a result of a combined effort of several commu-
nities. Synthetic chemists have identified classes of promising
compounds, ranging from small conjugated molecules to self-
assembling oligomers and conjugated polymers, and developed
new synthetic routes, improving both stability and processability of
the materials.1�7 At the same time, material processing, such as
doping, annealing, use of a secondary solvent, and composition
tuning, has been adjusted to the demands of the field.8�13 In parallel,
increased device efficiencies could be achieved, e.g., by optimizing
light in- and out-coupling and introducing tandem concepts.14,15

Compound design requires an in-depth understanding of
elementary processes occurring in organic semiconductors.16

In particular, linking the chemical structure to charge dynamics
is a nontrivial task, since several factors can influence charge
carrier mobility: the molecular electronic structure, the relative
positions and orientations of neighboring molecules, and spatial
inhomogeneities in the morphology, which determine charge
carrier pathways on a macroscopic scale.17

Furthermore, the choice of the model Hamiltonian depends
on the specific situation.18 For perfectly ordered defect-free
crystals at low temperatures, the Drude model based on band
theory19 or its extensions, which account for local electron�
phonon coupling,20�22 are often used. At ambient conditions,
however, the thermal fluctuations of the transfer integral, i.e., the
nonlocal electron�phonon coupling, are on the same order of
magnitude as its average value, and charge transport should be

treated as diffusion limited by thermal disorder. This can be
achieved using semiclassical dynamics based on a Hamiltonian
with interacting electronic and nuclear degrees of freedom.23�25

If nuclear dynamics are much slower than the dynamics of charge
carriers and electronic coupling is weak, charge transport can
be described by a Hamiltonian with static disorder, based on simple
assumptions on the electronic density of states and on the hopping
rates between localized states.

The latter approach is by now routinely used to study charge
transport in amorphous and partially disordered small-molecule-
based organic semiconductors.26�40 Its key ingredients are material
morphology and intermolecular charge transfer (hopping) rates.41

The rates not only depend on themolecular electronic structure but
are also sensitive to the mutual positions and orientations of
molecules. Hence, in order to evaluate the rates, the material
morphology must be known at an atomistic resolution. This can
be achieved by performing molecular dynamics simulations and
thus relies on force-field development for new compounds. If the
required time and length scales exceed the range available to
atomistic molecular dynamics, coarse-graining techniques can be
used.42 These techniques need to be capable of back-mapping the
coarse-grained representation to an atomistic resolution.

Charge transfer rates can be postulated on the basis of intuitive
physical considerations, as is done in the Gaussian disorder
models.43�46 Alternatively, charge transfer theories can be used
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to evaluate rates from quantum chemical calculations.28,47�51 In
spite of being significantly more computationally demanding, the
latter approach allows one to link the chemical and electronic
structure, as well as the morphology, to charge dynamics.

The high temperature limit of classical charge transfer
theory52,53 is often used as a trade-off between theoretical rigor
and computational complexity. It captures key parameters which
influence charge transport while at the same time providing an
analytical expression for the rate. Within this limit, the transfer
rate for a charge to hop from a site i to a site j reads:

ωij ¼ 2π
p

J2ijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4πλijkBT

p exp �ðΔEij � λijÞ2
4λijkBT

" #
ð1Þ

where T is the temperature, λij = λij
int + λij

out is the reorganization
energy, which is a sum of intra- and intermolecular (outer-
sphere) contributions, ΔEij is the site-energy difference, or
driving force, and Jij is the electronic coupling element, or transfer
integral.54 A more general, quantum-classical expression for a
bimolecular multichannel rate is derived in the Supporting
Information.

All of the ingredients entering eq 1 can be calculated using
electronic structure techniques, classical simulation methods, or
their combination. With the rates at hand, one can study charge
transport by solving the differential (master) equation, e.g., by
using the kinetic Monte Carlo method, which is capable of
simulating charge dynamics of non-steady-state systems.

Altogether, the task of charge transport characterization is
rather tedious and time-consuming to perform, even for a single
compound. The main aim of this work is to introduce a software
package which implements a set of techniques for charge
transport simulations as well as provides a flexible modular
platform for their further development.

The paper is organized as follows. In section II, we describe the
workflow and the basic ideas behind each method. As an
illustration, we study charge transport in the bulk of amorphous
tris-(8-hydroxyquinoline)aluminum (Alq3). Section III deals
with the analysis and visualization of charge dynamics. A brief
summary of implementation is given in section IV.

II. METHODS

A workflow of charge transport simulations is depicted in
Figure 1. The first step is the simulation of an atomistic
morphology (section II.A), which is then partitioned into hopping
sites (section II.B). The coordinates of the hopping sites are used
to construct a list of pairs of molecules (neighbor list). For each
pair, an electronic coupling element (section II.C), a reorga-
nization energy (section II.D), a driving force (section II.E),
and eventually the hopping rate are evaluated. The neighbor
list and hopping rates define a directed graph. The correspond-
ing master equation is solved using the kinetic Monte Carlo
method (section II.G), which allows one to explicitly monitor
the charge dynamics in the system as well as calculate time
or ensemble averages of occupation probabilities, charge
fluxes, correlation functions, and field-dependent mobilities
(section III).
II.A.MaterialMorphology.There is no generic recipe on how

to predict a large-scale atomistically resolved morphology of
an organic semiconductor. The required methods are system-
specific: for ultrapure crystals, for example, density-functional meth-
ods can be used provided the crystal structure is known from
experimental results. For partially disordered organic semicon-
ductors, however, system sizes much larger than a unit cell are
required. Classical molecular dynamics or Monte Carlo techni-
ques are then the methods of choice.

Figure 1. Workflow for microscopic simulations of charge transport. Ground state geometries, partial charges, and a refined force field are used to
simulate atomistically resolved morphologies (section II.A). After partitioning into conjugated segments and rigid fragments (section II.B), a list of pairs
of molecules (neighbor list) is constructed. Transfer integrals (section II.C), reorganization (section II.D) and site energies (section II.E), and eventually
hopping rates are calculated for all pairs from this list. A directed graph is then generated, and the corresponding master equation is solved using the
kinetic Monte Carlo method (section II.G).
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In molecular dynamics, atoms are represented by point masses
which interact via empirical potentials prescribed by a force field.
Force fields are parametrized for a limited set of compounds, and
their refinement is often required for new molecules. In parti-
cular, special attention shall be paid to torsion potentials between
successive repeat units of conjugated polymers or between func-
tional groups and the π-conjugated system. First-principles meth-
ods can be used to characterize the missing terms of the potential
energy function. The parametrization must take into account
existing force-field contributions, e.g., due to nonbonded interac-
tions. If q is the degree of freedomof interest, constrained geometry
optimizationsmust be performed using both first principles and the
force-field levels, yielding the total energies Ufp(q) and Uff(q),
respectively. Then, the missing force-field terms are fitted to their
difference,Ufp(q)�Uff(q), using a prescribed functional form. For
several identical or coupled degrees of freedom, amultidimensional
fit can be used. Note that force-field validation is as important as its
refinement. For instance, X-ray scattering and solid-state NMR
provide information about averaged molecular arrangements to
which simulation results can be compared.
As an example, the refinement of the OPLS force field for Alq3

is described in the Supporting Information. In total, 16 bonded
interactions were parametrized. To validate the force field, the
glass transition temperature and bulk density of amorphous Alq3
were compared to the experimental values. An amorphous
morphology of Alq3 was then obtained by quenching the system
after equilibrating it above the glass transition temperature.
Self-assembling materials, such as soluble oligomers, discotic

liquid crystals, block copolymers, partially crystalline polymers,
etc., are the most complicated to study. The morphology of such
systems often has several characteristic length scales and can be
kinetically arrested in a thermodynamically nonequilibrium state.
For such systems, the time and length scales of atomistic
simulations might be insufficient to equilibrate or sample desired
morphologies. In this case, systematic coarse-graining can be
used to enhance sampling.42 Note that the coarse-grained
representation must reflect the structure of the atomistic system
and allow for back-mapping to the atomistic resolution.
II.B. Conjugated Segments and Rigid Fragments. With

the morphology at hand, the next step is the construction of
the effective electronic Hamiltonian of the system. In a static
disorder approximation, this is equivalent to partitioning the
system into hopping sites, or conjugated segments, and calculat-
ing charge transfer rates between them. Physically intuitive
arguments can be used for the partitioning, which reflects the
localization of the wave function of a charge. For most organic
semiconductors, the molecular architecture includes relatively
rigid, planar π-conjugated systems, which we will refer to as rigid
fragments. A conjugated segment can contain one or more such
rigid fragments, which are linked by bonded degrees of freedom.
The dynamics of these degrees of freedom evolves on time scales
much slower than the frequency of the internal promoting mode.
In some cases, e.g., glasses, it can be “frozen” due to nonbonded
interactions with the surrounding molecules.
To illustrate the concept of conjugated segments and rigid

fragments, three representative molecular architectures are
shown in Figure 2. The first one is a typical discotic liquid
crystal, hexabenzocoronene. It consists of a conjugated core to
which side chains are attached to aid self-assembly and solution
processing. In this case, the orbitals localized on side chains do
not participate in charge transport, and the π-conjugated system
is both a rigid fragment and a conjugated segment.

In Alq3, a metal-coordinated compound, a charge carrier is
delocalized over all three ligands. Hence, the whole molecule is
one conjugated segment. Individual ligands are relatively rigid,
while energies on the order of kBT are sufficient to reorient them
with respect to each other. Thus, the Al atom and the three
ligands are rigid fragments.
In the case of a conjugated polymer, one molecule can consist

of several conjugated segments, while each backbone repeat unit
is a rigid fragment. Since the conjugation along the backbone can
be broken due to large out-of-plane twists between two repeat
units, an empirical criterion, based on the dihedral angle, can be
used to partition the backbone on conjugated segments.36

However, such intuitive partitioning is, to some extent, arbitrary
and shall be validated by other methods.55�57

After partitioning, an additional step is often required to
remove bond length fluctuations introduced by molecular dy-
namics simulations, since they are already integrated out in the
derivation of the rate expression. This is achieved by substituting
respective molecular fragments with rigid, planar π systems
optimized using first-principles methods. Centers of mass and
gyration tensors are used to align rigid fragments, though a
custom definition of local axes is also possible. Such a procedure
also minimizes discrepancies between the force-field and first-
principles-based ground state geometries of conjugated seg-
ments, which might be important for calculations of electronic
couplings, reorganization energies, and intramolecular driving
forces.
Finally, a list of neighboring conjugated segments is con-

structed. Two segments are added to this list if the distance
between centers of mass of any of their rigid fragments is below
a certain cutoff. This allows neighbors to be selected on a
criterion of minimum distance of approach rather than center of
mass distance, which is useful for molecules with anisotropic
shapes.

Figure 2. The concept of conjugated segments and rigid fragments.
Dashed lines indicate conjugated segments, while colors denote rigid
fragments. (a) Hexabenzocoronene: the π-conjugated system is both a
rigid fragment and a conjugated segment. (b) Alq3: the Al atom and each
ligand are rigid fragments, while the whole molecule is a conjugated
segment. (c) Polythiophene: each repeat unit is a rigid fragment. A
conjugated segment consists of one or more rigid fragments. One
molecule can have several conjugated segments.
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II.C. Transfer Integrals. The electronic transfer integral Jij
entering the Marcus rates in eq 1 is defined as

Jij ¼ ÆϕijĤjϕjæ ð2Þ

where ϕi and ϕj are diabatic wave functions, localized on
molecules i and j, respectively, participating in the charge
transfer, and Ĥ is the Hamiltonian of the formed dimer. Within
the frozen-core approximation, the usual choice for the diabatic
wave functions ϕi is the highest occupied molecular orbital
(HOMO) in the case of hole transfer and the lowest unoccupied
molecular orbital (LUMO) in the case of electron transfer, while
Ĥ is an effective single particle Hamiltonian, e.g., a Fock or
Kohn�Sham operator of the dimer. As such, Jij is a measure of
the strength of the electronic coupling of the frontier orbitals of
monomers mediated by the dimer interactions. Intrinsically, the
transfer integral is very sensitive to the molecular arrangement,
i.e., the distance and the mutual orientation of the molecules
participating in charge transport. Since this arrangement can also be
significantly influenced by static and/or dynamic disorder,24,31,34,35,53

it is essential to calculate Jij explicitly for each hopping pair within
a realistic morphology. Considering that the number of dimers
for which eq 2 has to be evaluated is proportional to the number
of molecules times their coordination number, computationally
efficient and at the same time quantitatively reliable schemes are
required.
In general, information about three objects is needed: the two

monomer wave functions ϕi and ϕj and the dimer interaction
Hamiltonian Ĥ. An approximate method based on Zerner’s
independent neglect of differential overlap (ZINDO) has been
described in ref 51. This semiempirical method is substantially
faster than first-principles approaches, since it avoids the self-
consistent calculations on each individual monomer and dimer.
This allows one to construct the matrix elements of the ZINDO
Hamiltonian of the dimer from the weighted overlap of molec-
ular orbitals of the two monomers. Together with the introduc-
tion of rigid segments, only a single self-consistent calculation on
one isolated conjugated segment is required. All relevant molecular
overlaps can then be constructed from the obtained molecular
orbitals. This molecular orbital overlap (MOO) method has been

applied successfully to study charge transport, for instance, in
discotic liquid crystals,31,37,38 polymers,36 or partially disordered
organic crystals.33�35

While the use of the semiempirical ZINDO method provides
an efficient on-the-fly technique to determine electronic coupling
elements, it is not generally applicable to all systems. For instance,
its predictive capacity with regards to atomic composition and
localization behavior of orbitals within more complex structures is
reduced. Moreover, transition or semimetals are often not even
parametrized. In this case, ab initio based approaches, e.g., density-
functional theory, can remedy the situation.50,58�62 Within the
dimer projection method described in detail in ref 50, explicit
quantum-chemical calculations are required for every molecule
and every hopping pair in the morphology. As a consequence, this
procedure is significantly more computationally demanding. The
code currently contains scripts which support an evaluation of
transfer integrals from quantum-chemical calculations performed
with the GAUSSIAN and TURBOMOLE packages.
As an example, distributions of transfer integrals calculated

using ZINDO and DFT (with the gradient-corrected B�P
functional63,64 and a TZVP basis set65) methods are shown in
Figure 3. While both distributions are similar, ZINDO integrals
are, on average, smaller than DFT ones.
II.D. Reorganization Energy. The reorganization energy λij

takes into account the change in nuclear (and dielectric) degrees
of freedom as the charge moves from donor i to acceptor j. It has
two contributions: intramolecular, λij

int, which is due to a reorga-
nization of nuclear coordinates of the two molecules forming the
charge transfer complex, and intermolecular (outersphere), λij

out,
which is due to the relaxation of the environment. In what
follows, we discuss how these contributions can be calculated.
II.D.1. Intramolecular Reorganization Energy. If intramole-

cular vibrational modes of the two molecules are treated classi-
cally, the rearrangement of their nuclear coordinates after charge
transfer results in the dissipation of the internal reorganization
energy, λij

int. It can be computed from four points on the potential
energy surfaces (PES) of both molecules in neutral and charged
states, as indicated in Figure 4. Adding the contributions due to
discharging of molecule i and charging of molecule j yields49

λintij ¼ λcni þ λncj ¼ UnC
i �UnN

i þ UcN
j �UcC

j ð3Þ
Here, Ui

nC is the internal energy of the neutral molecule i in the
geometry of its charged state (small n denotes the state
and capital C the geometry). Similarly, Uj

cN is the energy of
the charged molecule j in the geometry of its neutral state.66

Figure 3. Distributions and correlation of transfer integrals calculated
using ZINDO and DFT methods.

Figure 4. Potential energy surfaces of (a) donor and (b) acceptor in
charged and neutral states. After the change of the charge state, both
molecules relax their nuclear coordinates. If all vibrational modes are
treated classically, the total internal reorganization energy and the
internal energy difference of the electron transfer reaction are λij

int =
λi
cn + λj

nc and ΔEij
int = ΔUi � ΔUj, respectively.
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Note that the PESs of the donor and acceptor are not identical for
chemically different compounds or for conformers of the same
molecule. In this case,λi

cn 6¼ λj
cn andλi

nc 6¼ λj
nc. Thus,λij

int is a property
of the charge transfer complex and not of a single molecule.
In Alq3, the three ligands can easily change their mutual

orientations. Molecular conformations are then “frozen” due to
nonbonded interactions in an amorphous glass. The internal
energies entering eq 3 were calculated after optimizing molecular
geometries of all 512molecules in charged and neutral states with
the soft degrees of freedom constrained to their average values
(see the Supporting Information for details). The distribution of
λij
int for holes, which is shown in the Supporting Information,

is sharply peaked with a maximum at 0.21 eV and variance of
0.03 eV. Computing λij

int from the PES of two unconstrained
molecules leads to a similar value of 0.23 eV. Since Alq3 has high
energetic disorder arising from its large dipole moment, this
small variance in reorganization energy does not affect charge
carrier mobility or Poole�Frenkel behavior.
II.D.2. Outersphere Reorganization Energy.During the charge

transfer reaction, also the molecules outside the charge transfer
complex reorient and polarize in order to adjust for changes in electric
potential, resulting in the outersphere contribution to the reorganiza-
tion energy. λij

out is particularly important if charge transfer occurs in a
polarizable environment. Assuming that charge transfer is much
slower than electronic polarization but much faster than nuclear
rearrangement of the environment, λij

out can be calculated from the
electric displacement fields created by the charge transfer complex:67

λoutij ¼ cp
2ε0

Z
V out

dV ½DIðrÞ �DFðrÞ�2 ð4Þ

where ε0 is the permittivity of free space, DI,F(r) are the electric
displacement fields created by the charge transfer complex in the
initial (charge on molecule i) and final (charge transferred to
molecule j) states,Vout is the volume outside the complex, and cp =
1/εopt � 1/εs is the Pekar factor, which is determined by the low
(εs) and high (εopt) frequency dielectric permittivities.
Equation 4 can be simplified by assuming spherically sym-

metric charge distributions on molecules i and j with total charge
e. Integration over the volume Vout outside of the two spheres of
radii Ri and Rj centered on molecules i and j leads to the classical
Marcus expression for the outersphere reorganization energy:

λoutij ¼ cpe2

4πε0

1
2Ri

þ 1
2Rj

� 1
rij

 !
ð5Þ

where rij is the molecular separation. While eq 5 captures the
main physics, e.g., predicts smaller outersphere reorganization
energies (higher rates) for molecules at smaller separations, it
often cannot provide quantitative estimates, since charge dis-
tributions are rarely spherically symmetric.
Alternatively, the displacement fields can be constructed using

the atomic partial charges. The difference of the displacement
fields at the position of an atom bk outside the charge transfer
complex (molecule k 6¼ i, j) can be expressed as

DIðrbkÞ �DFðrbkÞ ¼ ∑
ai

qcai � qnai
4π

ðrbk � raiÞ
jrbk � rai j3

þ ∑
aj

qnaj � qcaj
4π

ðrbk � rajÞ
jrbk � raj j3

ð6Þ

where qai
n (qai

c ) is the partial charge of atom a of the neutral
(charged) molecule i in a vacuum. The partial charges of neutral
and charged molecules are obtained by fitting their values to
reproduce the electrostatic potential of a single molecule
(charged or neutral) in a vacuum. Assuming a uniform density
of atoms, the integration in eq 4 can be rewritten as a density-
weighted sum over all atoms excluding those of the charge
transfer complex.
Using eq 6, λij

out/cp was calculated for all pairs from the
neighbor list of a system of 512 Alq3 molecules. The neighbor
list was constructed using a cutoff of 0.8 nm for the centers of
mass of the three Alq3 ligands, which results in an average of 12
neighbors in the first coordination shell. The electrostatic
potential of a single molecule in a vacuum was calculated using
the B3LYP functional and a 6-311G(d,p) basis set. The
CHELPG method68 was used to obtain atomic partial charges.
The resulting distribution of λij

out/cp is shown in Figure 5,
together with a fit to eq 5. The fit yields RAlq3 = 0.57 nm and
predicts negative λij

out for separations smaller than this radius,
which is unphysical.
The remaining unknown needed to calculate λij

out is the Pekar
factor, cp. In polar solvents εs. εopt∼ 1, and cp is on the order of 1.
In most organic semiconductors, however, molecular orientations
are fixed, and therefore the low frequency dielectric permittivity is
on the same order of magnitude as εopt. Hence, cp is small, and its
value is very sensitive to differences in the permittivities.
For Alq3, εs = 3.0 ( 0.3 is the experimentally measured

dielectric constant at low frequencies,69 while at optical frequen-
cies below electronic absorption, εopt = 2.9 ( 0.1.70 Thus, cp =
0.01 ( 0.04, yielding outersphere reorganization energies of
λij
out < 0.08 eV, which are small compared to λij

int. Similar results
have been reported for other organic semiconductors and dif-
ferent methods for computing λij

out.71�73

II.E. Site Energy Difference. A charge transfer reaction
between molecules i and j is driven by the site energy difference,
ΔEij = Ei� Ej. Since the transfer rate,ωij, depends exponentially
on ΔEij (see eq 1), it is important to compute its distribution as
accurately as possible. The total site energy difference has contribu-
tions due to an externally applied electric field, electrostatic

Figure 5. Outersphere reorganization energy divided by the Pekar
factor as a function of the distance between two molecules and its fit
to eq 5.
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interactions, polarization effects, and internal energy differences. In
what follows, we discuss how to estimate these contributions by
making use of first-principles calculations and polarizable force
fields.
II.E.1. Externally Applied Electric Field.The contribution to the

total site energy difference due to an external electric field F is
given byΔEij

ext = q(F 3 rij), where q =(e is the charge and rij = ri� rj
is a vector connecting molecules i and j. For typical distances
between small molecules, which are on the order of 1 nm, and
moderate fields of F < 108 V/m, this term is always smaller than
0.1 eV.
II.E.2. Electrostatic Energy. Variations of the local electric field

can result in large electrostatic contributions to the energetic
disorder.74 When the atomic partial charges of charged and
neutral molecules are used, as introduced in section II.D.2, ΔEij

el

can be computed from the site energies31

Eeli ¼ 1
4πε0

∑
ai
∑
k 6¼i
bk

ðqcai � qnaiÞqnbk
εsraibk

ð7Þ

where rai bk = |rai � rbk| is the distance between atoms ai and bk
and εs is the static relative dielectric constant. The first sum
extends over all atoms of molecule i, for which the site energy is
calculated. The second sum reflects interactions with all atoms of
neutral molecules k 6¼ i. By using eq 7, one assumes that the
influence of conformational changes on partial charges and
changes of the molecular geometry upon charging are small.
In order to minimize finite size effects, we do not use a

spherical cutoff but apply the nearest image convention, that is,
sum over all neutral molecules in the box after centering the box
around the charged molecule. For Alq3, with long-range inter-
actions due to its large dipole moment, this procedure converges
already for a few hundred molecules.
The resulting distribution of the site energy differences with-

out screening (εs = 1), shown in Figure 6, is Gaussian, with
variance ofσ = 0.30 eV. Note thatΔEij

el is constructed on the basis
of the neighbor list as described in section II.D.2.

II.E.3. Polarization Effects.The influence of polarization effects
on the Coulomb interactions can be taken into account by using a
relative dielectric constant in eq 7. Bulk values of εs = 2�5 for
typical organic semiconductors uniformly scale all site energies
but are not capable of describing polarization effects on a
microscopic level. The contribution to Ei

el from the first coordi-
nation shell is then underestimated due to overscreening, and
as a result, the site-energy differences become artificially small.
Alternatively, one can introduce a phenomenological distance-
dependent screening function ε(rai bk) in eq 730

εðrÞ ¼ εs � ðεs � 1Þ 1 þ sr þ 1
2
s2r2

� �
e�sr ð8Þ

where the parameter s is the inverse screening length. For a
monovalent ion in water, for example, εs = 80 and s = 3 nm�1.75

This screening function ensures that neighboring atoms interact
via an unscreened Coulomb potential (ε ∼ 1), while the
electrostatic interaction between atoms at large separations is
screened as in the bulk.
While phenomenological distance-dependent screening is

computationally efficient, it cannot be used for inhomogeneous
systems or systems with anisotropic molecular polarizabilities.
Moreover, εs and s are not known for newly synthesized
compounds. A more general approach relies on self-consistent
methods to obtain polarization fields.76 Here, we use a polariz-
able force field based on the Thole model77 as implemented in
the TINKER package.78

The polarization contribution is refined iteratively. After
evaluating the electric field at atom a in molecule i, Fai

(0), created
by all atomic partial charges (εs = 1, nearest image convention),
the induced dipole moments, μai

(0), are computed. During this first
step, intramolecular interactions areexcluded. Induceddipolemoments
are then iteratively refined as μai

(k+1) = ωFai
(k)αai +(1�ω)μai

(k), where
αai is the isotropic atomic polarizability and ω = 0.5 is a damping
constant for successive over-relaxation. The new electric fields
are computed using the induced dipole moments, which now
interact with each other also within molecules, allowing for
anisotropic molecular polarizabilities. The procedure is repeated
until ∑ai |μai

(k+1) � μai
(k)| < 10�6 Debye.

Such self-consistent calculations can, however, become compu-
tationally prohibitive for large systems. For homogeneous systems
and isotropic molecular polarizabilties, one can perform self-con-
sistent calculations for small systems, parametrize eq 8 accordingly,
and use ε(r) to study larger systems. To this end, the bulk dielectric
constant is obtained from the Clausius�Mosotti relation79

εs ¼ 1 þ 12παN=V
3� 4παN=V

ð9Þ

where α is the molecular polarizability volume and N/V is the
number density. Using this value of εs, the parameter s is then fitted
to reproduce the distribution of site-energy differences for mol-
ecules from the neighbor list.
For a neutral Alq3 molecule, the Thole model (using atomic

polarizabilities αH,C,N,O,Al = 0.696, 1.75, 1.073, 0.837, 5.5 Å3,
respectively, and a damping factor of a = 0.39 for interactions
with induced moments78) gives a practically isotropic polariz-
ability volume tensor with α = 54.9 Å3. This agrees with DFT
calculations (B3LYP functional and 6-311G(d,p) basis set),
yielding α = 55.2 Å3.80 Using N = 512 molecules in a cubic
box of length L = 67.8 Å, we obtain εs = 2.84, which reproduces
the experimental value of 3.0 ( 0.3.69

Figure 6. Distributions of site energy differences without (blue) and
with (red) polarization effects for pairs from the neighbor list. Solid lines
are fits to Gaussian distributions. The dashed line corresponds to a
parametrized distance-dependent ε(r) according to eq 8.
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The corresponding distributions of site energy differences, shown
in Figure 6, are practically Gaussian. For the Thole model, the
variance of 0.21 eV is obviously larger than the 0.10 eVobtained using
bulk screening with εs = 3.0 (not shown) and is smaller than 0.30 eV
for εs = 1.Afit to eq 8 gives s=1.3 nm

�1, which is significantly smaller
than the inverse screening length of water, 3 nm�1.
II.E.4. Internal Energy Difference. The contribution to the site

energy difference due to different internal energies (see Figure 4)
can be written as

ΔEintij ¼ ΔUi �ΔUj ¼ ðUcC
i �UnN

i Þ � ðUcC
j �UnN

j Þ
ð10Þ

where Ui
cC(nN) is the total energy of molecule i in the charged

(neutral) state and geometry. ΔUi corresponds to the adiabatic
ionization potential (or electron affinity) of molecule i, as shown
in Figure 4. For one-component systems and negligible con-
formational changes ΔEij

int = 0, while it is significant for
donor�acceptor systems.
In Alq3, significant conformational changes (see section II.

D.1) lead to a Gaussian distribution ofΔEij
int with a small variance

of σint = 0.01 eV. The internal energy disorder is small compared
to the electrostatic (including polarization) energetic disorder
and hence does not affect the charge carrier mobility.
II.F. Spatial Correlations of Energetic Disorder.Long-range,

e.g., electrostatic and polarization, interactions often result in
spatially correlated disorder,81 which affects the onset of the
mobility-field (Poole�Frenkel) dependence.30,82,83

To quantify the degree of correlation, one can calculate the
spatial correlation function of Ei and Ej at a distance rij

CðrijÞ ¼ ÆðEi � ÆEæÞðEj � ÆEæÞæ
ÆðEi � ÆEæÞ2æ ð11Þ

where ÆEæ is the average site energy. C(rij) is 0 if Ei and Ej are
uncorrelated and 1 if they are fully correlated. For a system of
randomly oriented point dipoles, the correlation function decays
as 1/r at large distances.84

For systems with spatial correlations, variations in site energy
differences, ΔEij, of pairs of molecules from the neighbor list are
smaller than variations in site energies, Ei, of all individual
molecules. Since only neighbor list pairs affect transport, the
distribution ofΔEij rather than that of individual site energies, Ei,
should be used to characterize energetic disorder.
For Alq3, the spatial correlation function of the electrostatic

contribution to site energies, which is calculated for 512 mol-
ecules, is shown in Figure 7. It qualitatively reveals strong
correlations due to the large dipole moment of the meridional
isomer of Alq3 of approximately 4 Debye. Quantitatively, this
result is not converged with respect to the system size, and bigger
systems will exhibit even longer-ranged correlations. The inset of
Figure 7 shows that distributions ofΔEij for all and neighbor-list-
only pairs are clearly different. Note that respective distributions
of internal site energies are identical, indicating that this type of
disorder is spatially uncorrelated.
II.G. Solving the Master Equation. Having determined the

list of conjugated segments (hopping sites) and charge transfer
rates between them, the next task is to solve the master equation,
which describes the time evolution of the system

∂Pα
∂t

¼ ∑
β

PβΩβα � ∑
β

PαΩαβ ð12Þ

where Pα is the probability of the system to be in a state α at time
t andΩαβ is the transition rate from state α to state β. A state α is
specified by a set of site occupations, {αi}, whereαi = 1 (0) for an
occupied (unoccupied) site i, and the matrix Ω̂ can be con-
structed from rates ωij.
In particular, for a system with only one charge carrier, each

state is uniquely characterized by the index i of the site the carrier
occupies. In other words, only states of type i � {0, ..., 0, αi = 1,
0, ..., 0} are possible, and the corresponding probabilities Pi and
the transition rates Ωij are identical to site occupation probabil-
ities pi and the transfer rates ωij, respectively. Equation 12 can
then be rewritten as

∂pi
∂t

¼ ∑
j
pjωji � ∑

j
piωij ð13Þ

and can be solved using linear algebra. While being efficient for
stationary, low charge carrier density cases (one charge carrier
per simulation box), this approach can become unstable for
systems with high energetic disorder, where rates vary by several
orders of magnitude.
In more general cases, such as multiple charge carriers,

expressing the state picture (eq 12) in terms of site occupations
is required because of an extremely large total number of states.
For multiple charge carriers, the master equation can still be
rewritten in terms of occupation probabilities (see the Support-
ing Information) by assuming only site-blocking charge�charge
interactions and by using a mean-field approximation.85 The
analogue of eq 13 becomes, however, nonlinear and requires
special solvers. If, in addition, several different types of carriers,
such as holes, electrons, and excitons, are present in the system
and their creation/annihilation processes take place, it is practi-
cally impossible to link state and site occupation probabilities and
the corresponding rates.
Instead, the solution of eq 12 can be obtained by using kinetic

Monte Carlo (KMC) methods. KMC explicitly simulates the

Figure 7. Electrostatic site energy correlation function (eq 11) calcu-
lated for pairs from the neighbor list without (blue) and with polariza-
tion effects from the Thole model (red) as well as using a parametrized
distance-dependent ε(r) according to eq 8 (dashed line). Inset: Gaussian
fits to electrostatic site energy distributions for all pairs (σ = 0.30 eV) and
for pairs from the neighbor list (σ = 0.21 eV).



3342 dx.doi.org/10.1021/ct200388s |J. Chem. Theory Comput. 2011, 7, 3335–3345

Journal of Chemical Theory and Computation ARTICLE

dynamics of charge carriers by constructing a Markov chain in
state space and can find both stationary and transient solutions of
the master equation. The main advantage of KMC is that only
states with a direct link to the current state need to be considered
at each step. Since these can be constructed solely from current
site occupations, extensions to multiple charge carriers (without
the mean-field approximation), site-occupation dependent rates
(needed for the explicit treatment of Coulomb interactions),
and different types of interacting particles and processes are
straightforward.
To optimize memory usage and efficiency, a combination of

the variable step size method86 and the first reaction method is
implemented as described in the Supporting Information.
II.H. Extrapolation toNondispersiveMobilities.Predictions

of charge-carrier mobilities in partially disordered semiconductors
rely on charge transport simulations in systems which are only
several nanometers thick. As a result, simulated charge transport
might be dispersive for materials with large energetic disorder,87,88

and simulated mobilities are system-size-dependent. In time-of-
flight (TOF) experiments, however, a typical sample thickness is in
themicrometer range, and transport is often nondispersive. In order
to link the simulation and experiment, one needs to extract the
nondispersive mobility from simulations of small systems, where
charge transport is dispersive at room temperature.
Such extrapolation is possible if the temperature dependence

of the nondispersive mobility is known in a wide temperature
range. For example, one can use analytical results derived for one-
dimensional models.82,89,90 The mobility-temperature depen-
dence can then be parametrized by simulating charge transport
at elevated temperatures, for which transport is nondispersive
even for small system sizes. This dependence can then be used to
extrapolate to the nondispersive mobility at room temperature.32

For Alq3, the charge carrier mobility of a periodic system of 512
molecules was shown to bemore than 3 orders of magnitude higher
than the nondispersive mobility of an infinitely large system.32

Furthermore, it was shown that the transition between the dis-
persive and nondispersive transport has a logarithmic dependence
on the number of hopping sitesN.Hence, a brute-force increase of
the system size cannot resolve the problem for compounds with
large energetic disorder σ, since N increases exponentially with σ2.

III. MACROSCOPIC OBSERVABLES

Spatial distributions of charge and current densities can
provide better insight into themicroscopicmechanisms of charge
transport. If O is an observable which has the value Oα in a state
α, its ensemble average at time t is a sum over all states weighted
by the probability Pα to be in a state α at time t

ÆOæ ¼ ∑
α
OαPα ð14Þ

IfO does not explicitly depend on time, the time evolution of ÆOæ
can be calculated as

dÆOæ
dt

¼ ∑
α , β

½PβΩβα � PαΩαβ�Oα

¼ ∑
α , β

PβΩβα½Oα �Oβ�
ð15Þ

If averages are obtained from KMC trajectories, Pα = sα/s, where
sα is the number ofMarkov chains ending in the state α after time
t, and s is the total number of chains.

Alternatively, one can calculate time averages by analyzing a
single Markov chain. If the total occupation time of the state α is
τα, then

O̅ ¼ 1
τ∑α

Oατα ð16Þ

where τ = ∑α τα is the total time used for time averaging.
For ergodic systems and sufficient sampling times, ensemble

and time averages should give identical results. In many cases,
the averaging procedure reflects a specific experimental tech-
nique. For example, an ensemble average over several KMC
trajectories with different starting conditions corresponds to aver-
aging over injected charge carriers in a time-of-flight experiment. In
what follows, we focus on the single charge carrier (low concentration
of charges) case.
III.A. Charge Density. For a specific type of particles, the

microscopic charge density of a site i is proportional to the
occupation probability of the site, pi

Fi ¼ epi=Vi ð17Þ
where, for an irregular lattice, the effective volume Vi can be
obtained from a Voronoi tessellation of space. For reasonably
uniform lattices (uniform site densities), this volume is almost
independent of the site, and a constant volume per cite, Vi =V/N,
can be assumed. In the macroscopic limit, the charge density can
be calculated using a smoothing kernel function, i.e., a distance-
weighted average over multiple sites. Site occupations pi can be
obtained from eq 14 or eq 16 by using the occupation of site i in
state α as an observable.
If the system is in thermodynamic equilibrium, that is without

sources or sinks and without circular currents (and therefore no
net flux), a condition known as detailed balance holds

pjωji ¼ piωij ð18Þ

Figure 8. Isosurface of the current density for amorphous Alq3 (512
molecules, external field Fz = 107V/m, distance-dependent dielectric
constant, DFT-based transfer integrals). Currents have filamentary
structure due to large correlated energetic disorder.91 The red stream-
traces depict interpolated charge pathways.
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It can be used to test whether the system is ergodic or not by
correlating log pi and the site energy Ei. Indeed, if λij = λji, the
ratios of forward and backward rates are determined solely by the
energetic disorder, ωji/ωij = exp(�ΔEij/kBT) (see eq 1).
III.B. Current. If the position of the charge, r, is an observable, the

time evolution of its average Æræ is the total current in the system

J ¼ eÆvæ ¼ e
dÆræ
dt

¼ e∑
i, j
pjωjiðri � rjÞ ð19Þ

Symmetrizing this expression, we obtain

J ¼ 1
2
e∑
i, j
ðpjωji � piωijÞrij ð20Þ

where rij = ri � rj. Symmetrization ensures equal flux splitting
between neighboring sites and the absence of local average fluxes in
equilibrium. It allows one to define a local current through site i as

J i ¼
1
2
e∑

j
ðpjωji � piωijÞrij ð21Þ

A large value of the local current indicates that the site contributes
considerably to the total current. A collection of such sites thus
represents most favorable charge pathways.
Figure 8 illustrates site currents for amorphous Alq3 for a

system of 512 molecules. The distribution of currents is very
inhomogeneous, and some pathways are sampled more fre-
quently than the others, which is a direct consequence of a rough
and correlated energy landscape.91

III.C. Mobility and Diffusion Constant. For a single particle,
e.g., a charge or an exciton, a zero-field mobility can be determined
by studying particle diffusion in the absence of external fields. Using
the particle displacement squared,Δri

2, as an observable, we obtain

2dDγδ ¼ dÆΔri, γΔri, δæ
dt

¼ ∑
i, j
i6¼j

pjωjiðΔri, γΔri, δ �Δrj, γΔrj, δÞ

¼ ∑
i, j
i6¼j

pjωjiðri, γri, δ � rj, γrj, δÞ
ð22Þ

Here, ri is the coordinate of the site i; Dγδ is the diffusion tensor,
γ,δ = x, y, z; and d = 3 is the system dimension. Using the
Einstein relation

Dγδ ¼ kBTμγδ ð23Þ
one can, in principle, obtain the zero-field mobility tensor μγδ.
Equation 22, however, does not take into account the use of
periodic boundary conditions when simulating charge dynamics.
In this case, the simulated occupation probabilities can be com-
pared to the solution of the Smoluchowski equation with
periodic boundary conditions (see the Supporting Information
for details).
Alternatively, one can directly analyze time-evolution of the

KMC trajectory and obtain the diffusion tensor from a linear fit to
the mean square displacement, Δri,γΔri,δ = 2dDγδt.
The charge carrier mobility tensor, μ̂, for any value of the

external field can be determined either from the average charge
velocity defined in eq 19

Ævæ ¼ ∑
i, j
pjωjiðri � rjÞ ¼ μ̂F ð24Þ

or directly from the KMC trajectory. In the latter case, the
velocity is calculated from the unwrapped (if periodic boundary
conditions are used) charge displacement vector divided by the
total simulation time. Projecting this velocity on the direction of
the field F yields the charge carrier mobility in this particular
direction. In order to improve statistics, mobilities can be
averaged over several KMC trajectories and MD snapshots.
For Alq3, the field dependence of the mobility (Poole�

Frenkel plot) is shown in Figure 9 for a system of 4096molecules.
To illustrate the role of disorder and correlations, we also show
the field dependence for a systemwithout energetic disorder (top
panel) and without correlated energetic disorder (randomly
shuffled site energies). Energetic disorder reduces the value of
mobilty by 6 orders of magnitude. The Poole�Frenkel behavior
for small fields can only be observed if correlated disorder is taken
into account. Note that, for a system with such large energetic
disorder, the absolute values of (nondispersive) mobility are
systematically overestimated due to significant finite size effects
(see section II.H and ref 32). The experimentally measured value
of the hole mobility at small fields lies between 10�9 and
10�8cm2 V�1 s�1.92

IV. IMPLEMENTATION

The toolkit is implemented using modular concepts intro-
duced earlier in the versatile object-oriented toolkit for coarse-
graining applications (VOTCA).42 The VOTCA structures are
adapted to reading atomistic trajectories, mapping them onto
conjugated segments and rigid fragments, and substituting (if
needed) rigid fragments with the optimized copies.

The molecular orbital overlap module calculates electronic
coupling elements between conjugated segments from the
corresponding molecular orbitals. It relies on the semiempirical
INDO Hamiltonian and molecular orbitals in the format pro-
vided by the GAUSSIAN package. An alternative, density-func-
tional-based approach, has interfaces to the GAUSSIAN and
TURBOMOLE packages. An interface to the TINKER package

Figure 9. Poole�Frenkel plots for a system of 4096 molecules.
Mobilities were calculated by averaging over ten, 0.1-s-long (10�5 s
for no disorder), KMC runs and six different field directions. Transfer
integrals were calculated using DFT; energetic disorder is based on the
distance-dependent dielectric constant fitted to the site energy distribu-
tion of the Thole model.



3344 dx.doi.org/10.1021/ct200388s |J. Chem. Theory Comput. 2011, 7, 3335–3345

Journal of Chemical Theory and Computation ARTICLE

is provided for calculations of electrostatic and polarization
contributions to energetic disorder.

The kinetic Monte Carlo module reads in the neighbor list,
site coordinates, and hopping rates and performs charge dy-
namics simulations using either periodic boundary conditions or
charge sources and sinks.

The toolkit is written as a combination of modular C++ code
and scripts. The data transfer between programs is implemented
via a state file or database, which is also used to restart simula-
tions. Analysis functions and most of the calculation routines are
encapsulated by using the observer pattern,93 which allows the
implementation of new functions as individual modules.

V. SUMMARY

To summarize, we have presented a toolkit for developing and
testing methods for charge transport simulations in disordered
organic semiconductors. The core of the toolkit is based on a
reader and a postprocessor of atomistic trajectories, a fast
molecular orbital overlap calculations library, and a kinetic
Monte Carlo code. To illustrate its functionality, we have studied
charge transport in amorphous tris-(8-hydroxyquinoline)aluminum,
a typical organic semiconductor. The source code of the toolkit is
available under the Apache license (www.votca.org).
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ABSTRACT: A large number of viral capsids, as well as other macromolecular assemblies, have an icosahedral structure or
structures with other rotational symmetries. This symmetry can be exploited during molecular dynamics (MD) to model in effect
the full viral capsid using only a subset of primary atoms plus copies of image atoms generated from rotational symmetry boundary
conditions (RSBC). A pure rotational symmetry operation results in both primary and image atoms at short-range, and within
nonbonded interaction distance of each other, so that nonbonded interactions cannot be specified by the minimum image
convention and explicit treatment of image atoms is required. As such, an unavoidable consequence of RSBC is that the enumeration
of nonbonded interactions in regions surrounding certain rotational axes must include both a primary atom and its copied image
atom, thereby imposing microscopic symmetry for some forces. We examined the possibility of artifacts arising from this imposed
microscopic symmetry of RSBC using two simulation systems: a water shell and human rhinovirus 14 (HRV14) capsid with explicit
water. The primary unit was a pentamer of the icosahedron, which has the advantage of direct comparison of icosahedrally equivalent
spatial regions, for example regions near a 2-fold symmetry axis with imposed symmetry and a 2-fold axis without imposed
symmetry. An analysis of structural and dynamic properties of water molecules and protein atoms found similar behavior near
symmetry axes with imposed symmetry and where the minimum image convention fails compared with that in other regions in the
simulation system, even though an excluded volume effect was detected for water molecules near the axes with imposed symmetry.
These results validate the use of RSBC for icosahedral viral capsids or other rotationally symmetric systems.

1. INTRODUCTION

Thousands of viruses, including those that cause human disease,
have protein shells that display icosahedral symmetry. This protein
shell, or viral capsid, exhibits remarkable physical properties,1,2

which are necessary to promote the virus life cycle. These properties
and their functional role in viral pathogenesis have long captured the
interest of experimental and computational researchers.

All-atom MD simulations provide the most rigorous and
detailed computational approach to investigate capsid physical
behavior. An entire capsid solvated in water consists of∼2million
or more atoms. Simulation of such a large system is generally
impractical even though a few notable exceptions have been
reported.3,4 The capsid of human rhinovirus, one of the smallest
RNA viruses, has ∼500 000 atoms, and its diameter is ∼300 Å.
The computational time for MD simulation can be reduced by
exploiting the rotational symmetry of viruses.5�8 Other macro-
molecular assemblies, such as the icosahedral pyruvate dehydro-
genase complex,9 also display rotational symmetry, as symmetry
often confers stability and results in economical usage of basic
components.10 Simulation of these systems can also exploit rota-
tional symmetry to reduce computation time. In the case of
icosahedral viruses with three protomers in each of the 20
triangular tiles of an icosahedron, periodic boundary conditions
allow simulation of as little as 1/60th of the entire capsid while
retaining effects of the whole virus particle.5�8

With periodic boundary conditions, a primary set of atoms is
replicated to produce a neighboring set of atoms and so model
the effect of a larger system. Symmetry related coordinates are
generated by the transformation of atoms composing the primary

unit to image atoms in the neighboring units as follows:

xðk0Þ ¼ R 3 xðkÞ ð1Þ
where R is one of the operators of the symmetry group. The
coordinates of atom k, x(k), are transformed to the coordinates of
the image, x(k0).

Most uses of periodic boundary conditions in simulations
model infinite systems and involve open crystallographic space
group symmetry with cubic, truncated octahedron, etc. primary
units; however, in the case of icosahedral viruses, closed point
group symmetry is used tomodel a finite system.Thus, we examine
here the case where R involves pure rotational operators appro-
priate for viral capsids. This type of boundary condition is called
rotational symmetry boundary conditions (RSBC).

Under RSBC, certain operators (eq 1) lead to short-range
interactions between copies of both primary and image atoms
near a rotational symmetry axis. Thus, as outlined in section 2.2,
there are unavoidable occurrences of an atom in the primary unit
near a rotational symmetry axis such that the distance to its own
image atom (self-image) as well as distances to both primary and
image atoms of neighboring atoms (replicate-image) are within
the nonbonded interaction distance. The minimum image con-
vention, typically used to evaluate nonbonded interactions in
periodic boundary systems, fails in regions near such rotational
symmetry axes. Nonbonded interactions must be determined by
explicit treatment of image atoms as implemented with the
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general image facility in the CHARMM program.11,12 The
explicit treatment of image atoms allows for the correct cal-
culation of forces in rotationally symmetric systems; duplicate
forces are avoided with the proper counting of nonbonded inter-
actions.11,12 While the enumeration of nonbonded interactions
near such rotational symmetry axes is algorithmically correct,
there is an unavoidable imposed symmetry in the forces from self-
images and effects from the symmetry related to replicate images.
Such microscopic symmetry is nonphysical but inherent to MD
simulations under RSBC. Given the importance of RSBC for
exploring molecular behavior of large systems with icosahedral
symmetry, we executed an MD study to determine if artifacts on
the dynamics exist with icosahedral RSBC due to the inherent
microscopic symmetry on the force contributed by self-image
and replicate-image interactions.

We conducted RSBC MD simulations on pure TIP3 water
within a spherical shell using icosahedral symmetry and on the
solvated capsid of human rhinovirus14 (HRV14). For both
systems, the primary atoms in the simulation corresponded to
five icosahedral asymmetric subunits or 1/12th of the icosahe-
dron, and the symmetry-related image atoms were generated
according to eq 1 from a group of five icosahedral operators. The
use of this pentameric primary unit allows the operator R to be
selected so that the minimum image convention fails at only
certain rotational axes but not others (described below). There-
fore, the properties assessed from regions near symmetry axes
where the minimum image convention fails can be compared with
those from regions near axes of the same symmetry but without
imposed microscopic symmetry in the forces. In addition, the
comparison is determined from one trajectory. This system is in
contrast to the primary simulation unit being one asymmetric
subunit, or the viral protomer equivalent of 1/60th of the icosahe-
dron, for which symmetrical interactions would be imposed at all
symmetry axes, and such a comparison would not be possible.

We show here from the analysis of a variety of physical pro-
perties that the imposed symmetry of forces has negligible influence
on the resulting dynamics. An excluded volume forwatermolecules
exists near axes with imposed symmetry; however this excluded
volume did not perturb water structure or dynamics. Moreover,
because protein atoms do not on average lie on a symmetry axis,

no excluded volume effects were apparent in the simulation of
HRV14. On the basis of the similarity in the dynamics and struc-
tural properties for regions with and without symmetry imposed
in the forces, we conclude that RSBC simulations do not suffer
from artifacts due tomicroscopic symmetry imposed near certain
rotational axes, and RSBC is a reliable approach for reducing a
simulation system with rotational symmetry.

2. METHODS

2.1. Computer Simulations. All molecular dynamics (MD)
calculations were performed using the CHARMM program11,12

with a constant volume and energy (NVE ensemble). A force
switching function13 was used to smoothly truncate electrostatic
and van der Waals nonbonded forces at a cutoff of 14.0 Å. The
covalent bonds to hydrogen atomswere constrained by the SHAKE
algorithm. The equations of motion were integrated using the
Verlet leapfrog algorithm with a time step of 1 fs. Icosahedral
boundary conditions implemented with the IMAGES facility within
CHARMMwere employed as described below. Image atomswithin
16.0 Å of a primary atomwere included in the nonbonded pair list.
Updates of image and nonbonded lists were made heuristically.
All of the simulations were performed using a parallel version of
CHARMM 35b2 running on a supercomputing cluster contain-
ing 893 eight-core Dell 1950 processors. Each simulation was
performed on single node containing eight cores that shared 16
GB of RAM.
2.2. Rotational Symmetry Boundary Conditions. The

simulation system for both bulk water and the solvated HRV14
capsid was an icosahedral shell rather than a solid icosahedron.
Water molecules were constrained within the outer and inner
radii by applying spherical quadratic potentials14 referenced to
60 Å and 30 Å, respectively, for bulk water and 170 Å and 85 Å,
respectively, for the solvated HRV14 capsid. The spherical quad-
ratic potential was set up with a well depth of �0.25 kcal/mol at
1 Å from the reference distance followed by a smoothly rising
repulsion. The lack of solvent in the central sphere of the icosa-
hedron reduced the number of water molecules and avoided
symmetrical interactions near the center.

Table 1. Icosahedral Symmetry Operatorsa

1 2 3 4 5

1 I (1,1) F1 (1,5) F2 (1,4) F3 (1,3) F4 (1,2)

2 Z (2,1) ZF1 (6,2) ZF2 (11,4) ZF3 (9,1) ZF4 (5,1)

3 X (3,1) XF1 (8,1) XF2 (12,1) XF3 (10,4) XF4 (7,2)

4 Y (4,1) YF1 (4,2) YF2 (4,3) YF3 (4,4) YF4 (4,5)

5 F1Z (2,5) F1ZF1 (6,1) F1ZF2 (11,3) F1ZF3 (9,5) F1ZF4 (5,5)

6 ZF1Z (5,2) ZF1ZF1 (2,2) ZF1ZF2 (6,3) ZF1ZF3 (11,5) ZF1ZF4 (9,2)

7 XF1Z (7,1) XF1ZF1 (3,5) XF1ZF2 (8,5) XF1ZF3 (12,5) XF1ZF4 (10,3)

8 YF1Z (3,2) YF1ZF1 (8,2) YF1ZF2 (12,2) YF1ZF3 (10,5) YF1ZF4 (7,3)

9 F2Z (2,4) F2ZF1 (6,5) F2ZF2 (11,2) F2ZF3 (9,4) F2ZF4 (5,4)

10 ZF2Z (12,4) ZF2ZF1 (10,2) ZF2ZF2 (7,5) ZF2ZF3 (3,4) ZF2ZF4 (8,4)

11 XF2Z (11,1) XF2ZF1 (9,3) XF2ZF2 (5,3) XF2ZF3 (2,3) XF2ZF4 (6,4)

12 YF2Z (3,3) YF2ZF1 (8,3) YF2ZF2 (12,3) YF2ZF3 (10,1) YF2ZF4 (7,4)
aRotational operators of icosahedral symmetry. I is identity. F1,2,3,4 are rotations around the 5-fold symmetry axis (OP; Figure 1) by 72�, 144�, 216�, and
288� respectively. X, Y, and Z are rotations by 180� around the X, Y, and Z axes, respectively. The first and second numbers inside the parentheses
following the operator indicates the row and column numbers, respectively, of the inverse of that operator. Five operators in each row transform the
protomer coordinates to five protomers for the pentameric primary unit used in this study. Neighboring images of the pentameric unit are generated by
the five operators in boldface.



3348 dx.doi.org/10.1021/ct2000843 |J. Chem. Theory Comput. 2011, 7, 3346–3353

Journal of Chemical Theory and Computation ARTICLE

The RSBC system was established from a subset of the 60
transformations for icosahedral symmetry listed in Table 1. The
initial coordinates for the pentameric primary unit were gener-
ated by symmetry operations in the first row of Table 1 applied to
a solvated HRV14 protomer (Figure 1, blue area). The solvated
HRV14 protomer system, comprising four polypeptides (VP1,
VP2, VP3, and VP4), was generated as described elsewhere.6,7

Water molecules near the center of the icosahedron were removed
to model an icosahedral shell. This primary unit for the HRV14
simulation system therefore comprises five protomer units around
the 5-fold symmetry axis of icosahedron (Figure 1, blue and yellow
areas). Coordinates for explicit atoms in the five nearest image

units were generated by transformation of the primary atomic
coordinates using the five rotational operators shown in boldface
in Table 1. This selection of rotational symmetry operators from
Table 1 uniquely satisfies the requirements for RSBC simulation.
(See the Supporting Information for a detailed explanation of the
selection of symmetry operators from Table 1.) The resulti-
ng simulation system of a pentameric primary unit and the five
nearest-neighbor image units is shown projected in two dimensions
in Figure 2. Recall that because the central pentamer is the primary
unit, each corner, labeled A through E, is distinct from the other
corners. As needed for periodic boundary conditions, the crossing of
a boundary between the primary unit and an image unit is
equivalent for all occurrences (illustrated by the blue or red arrows).
These operators generate regions with imposed microscopic sym-
metry in the forces from self-image and replicate-image interactions
near three symmetry axes (2f1, 3f3 and 3f5), while regions around
the remaining seven symmetry axes do not have such interactions.
The axes with imposed symmetry are italicized through the paper to
distinguish them from the other 2-fold and 3-fold axes. Self-image
and replicate-image interactions are illustrated using the 3f3 axis in
Figure 3. For the pure water simulation, a pentameric primary unit
and image units were similarly generated from a spatial unit of bulk
water analogous to the viral protomer.
2.3. Bulk Water Simulations and Analysis. A shell of TIP3

water, with an inner and outer radius of 30Å and 60Å, respectively,
was modeled using a primary set of atoms corresponding to a
pentameric shape with 2325 water molecules, and the five nearest
image sets of atoms were generated using icosahedral symmetry
operators as described above. Initial velocities were assigned
randomly corresponding to 100 K, and the system was heated
to 300 K over a time of 20 ps and then equilibrated for 180 ps.
Velocities were reassigned during the equilibration period to
maintain the target temperature. Analysis was done over the
subsequent 800 ps trajectory period, during which the average
temperature remained constant without velocity reassignment.
The oxygen�oxygen radial distribution function for water,

g(r), was computed using water molecules within a certain
distance of a symmetry axis for the origin of integration. The
g(r) was determined for water molecules surrounding five 2-fold

Figure 2. Two-dimensional projection of the pentamer and its neigh-
bors generated by the set of symmetry operators shown in boldface in
Table 1. The central pentamer represented by ABCDE, is the primary
simulation unit. Pentamers represented by A0B0C0D0E0 are nearest-
neighbor images. The area spanned by a protomer is represented by
the shaded area. The 3-fold symmetry axes are 3f1 to 3f5, and the 2-fold
symmetry axes are 2f1 to 2f5.O is the 5-fold symmetry axis. The Z axis is
coincident with 2f1. Self-image and replicate-image interactions are
present at one 2-fold symmetry axis, 2f1, and two 3-fold symmetry axes,
3f3 and 3f5.

Figure 3. Illustration using the 3f3 axis of self-image and replicate-image
interactions at a 3-fold symmetry axis of an icosahedron. BCD is part of
the primary unit. B0C0D0 are images of BCD and produced by rotating
BCD around a 3-fold symmetry axis. P and Q are two atoms in primary
unit and P0,P00 and Q0,Q00 are their images, respectively. Minimum image
convention is violated as Q, Q0, and Q00 are all within nonbonded
interaction distance of P (replicate-image interaction). P also interacts
with its own images P0 and P00 (self-image interaction). Microscopic
symmetry is imposed on P as positions and velocities of P0 and P00, and
Q0 and Q00 are solely determined by positions and velocities of P and Q,
respectively.

Figure 1. Schematic of an icosahedron with 20 triangular tiles. O is at
the center of the icosahedron. Each tile has three asymmetric units
corresponding to a protomer of the HRV14 capsid (blue area). The
Z axis is coincident with one of the 2-fold symmetry axes. In this study,
the pentamer, or five protomers centered around a 5-fold symmetry axis,
is the primary unit cell (blue and yellow areas). The volume occupied by
a protomer solvated in water, used in earlier studies,6�8 is shown in the
inset. Here, water molecules were removed from the center of the
icosahedron, and a shell of water is used to solvate a protomer (thicker
lines in the inset). Symmetry operators in the first row of Table 1
generate a solvated pentamer from the solvated protomer.
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symmetry axes, five 3-fold symmetry axes, one 5-fold symmetry
axes of the icosahedral water shell, and an arbitrary axis through
the spherical water shell from an MD simulation of TIP3 water
calculated without RSBC. Two cutoff distances were used to
select water molecules at the origin for g(r) integration: 5 and
10 Å. The average number of water molecules within 5 Å was
28 near the 3-fold axes, 43 closest to the 2-fold axes, 86 near the
5-fold axis of the icosahedral water shell, and 86 near an arbitrary
axis through the spherical shell of water. Histograms of bin width
0.1 Å were used to estimate g(r).
To investigate whether the symmetrical forces imposed by

RSBC affect the dynamical behavior of water molecules, we
calculated the survival probability function,15 Sw(t), of water mole-
cules in the vicinity of the axes of rotational symmetry. Sw(t) gives
the percentage of water molecules that remain in the vicinity of a
symmetry axis after time t. To obtain Sw(t), we compute the
conditional probability Pi(tn,t) for each ith water molecule of the
system. Pi(tn,t) takes a value of 1 if the ith water is in the vicinity of
a symmetry axis between times tn and tn + t, and it has a value of
zero otherwise. The survival probability is then

SwðtÞ ¼ 100
Swð0Þnt ∑

nt

n¼1
∑
i
Piðtn, tÞ ð2Þ

Here, nt is the number of simulation time-frames, and Sw(0) is
the average number of water molecules in the vicinity of a
symmetry axis. If the oxygen atom of a water molecule is within
a certain radial distance of a symmetry axis, we consider the water
molecule to be within the vicinity of that symmetry axis. Image
atoms were also considered while counting water molecules.With
the choice of symmetry operators indicated by Figure 2, the
symmetry axes 3f1, 3f2, and 3f4 correspond to equivalent regions
(A, B, and D) and will therefore will have same density of water.
Themicroenvironment and hence the number of watermolecules
near the 3-fold symmetry axis 3f1 will be exactly that near 3f2 and
3f4. Similarly, the count near 2-fold symmetry axis 2f2 will be
exactly that near 2f3, and 2f4 will be exactly that near 2f5.
We used an orientational order parameter (Q)16 to investigate

the structure of water.

Q � 1� 3
8 ∑

3

j¼1
∑
4

k¼ jþ 1
cos ψjk þ 1

3

� �2

ð3Þ

where ψjk is the angle formed by the lines joining the oxygen
atom of a given water molecule and those of nearest neighbors j
and k. For the purpose of this study, we limit our attention to the
four oxygen atoms nearest a given oxygen atom. Here, Q is
slightly modified from previous work17 to have the value ÆQæ =
0 (Æ...æ denotes the ensemble average) in the ideal gas phase16 and
Q = 1 for a perfect tetrahedral configuration. Thus, Q measures
the degree of tetrahedrality in the distribution of the four nearest
oxygen atoms around a central oxygen atom.
We considered effects on the instantaneous temperature,

which depends on the root-mean-square speed, (Vrms).

Vrms �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i¼1
miv2i

∑
n

i¼1
mi

vuuuuut ð4Þ

where n is number of atoms and mi and vi are the mass and
magnitude of velocity of the ith atom.

2.4. Solvated HRV14 Capsid Simulations. Coordinates of
the HRV14 protomer (protein data bank: 4RHV18) were used to
generate the pentamer composing the primary set of atoms with
the operators of row 1, Table 1 as described above. Missing virus
coordinates were modeled on the basis of homologous residues
in human rhinovirus 16 (protein data bank: 1AYM19) or polio virus
(protein data bank: 1HXS20). The energy of the modeled residues
was minimized while maintaining the known HRV14 crystallo-
graphic coordinates at a fixed value. Keeping the known atomic
positions fixed, in a vacuum, NVEMD simulations were performed
to raise the temperature of themodeled regions over a 490 ps period
from 100 to 5000 K; the system was annealed at 5000 K for a 50 ps
period and then cooled to 300 K over a 980 ps period.
Electron density at the 3-fold and 5-fold symmetry axes has

been interpreted to be a calcium ion.21 Following simulated
annealing, one calcium ion was therefore placed at the crystal-
lographic position on a 5-fold symmetry axis and 3-fold symme-
try axis 3f1 in Figure 2. Symmetry operations generated images of
a calcium ion on 3f2 and 3f4 from a calcium ion on 3f1. Modified
calcium ions, with one-third of the charge and the mass of a
calcium ion as described elsewhere,6 were placed at their crystal-
lographic position on the 3-fold symmetry axes 3f3 and 3f5.
TheHRV14 pentamer with calcium ions was solvated following a
known protocol. The charge of the solvated pentamer was
neutralized by randomly replacing the appropriate number of
water molecules with counterions, and the interior and exterior
of the viral capsid were neutralized independently. The energy of
the final primary unit, comprising 25 596 water molecules and a
total of 142 456 atoms, was minimized using the protocol des-
cribed elsewhere.6 Velocities corresponding to 100 K were
assigned randomly to the charge neutralized viral capsid and
heated to 300 K over a time of 20 ps. The solvated capsid was
then allowed to equilibrate over a 980 ps period. A further 2 ns
period of MD simulation was performed for analysis. Properties
investigated in this article depend on the magnitude of atomic
velocities, the density of atoms within a shell of different thickness
near a symmetry axis, and the distribution of ϕ and ψ dihedral
angles. All of these valueswere well converged during the 2 nsMD
production period (see the Supporting Information).

Figure 4. Radial distribution function of O�O distances for water
molecules within (a) 10 Å or (b) 5 Å of 3f3 and 3f5 (red); 2f1 (blue);
other 2-fold, 3-fold, and 5-fold symmetry axes of the icosahedron shell of
water; and an arbitrary axis through the spherical shell of water (black).



3350 dx.doi.org/10.1021/ct2000843 |J. Chem. Theory Comput. 2011, 7, 3346–3353

Journal of Chemical Theory and Computation ARTICLE

3. RESULTS AND DISCUSSION

3.1. Bulk Water. A shell of bulk water was simulated under
RSBC using TIP3 water. Icosahedral symmetry restraints were
set up as shown in Figure 2 with the primary unit equivalent to an
icosahedral pentamer and the surrounding five replicated image
units. Explicit image atoms were generated according to the
operators shown in Figure 2. Symmetry is imposed on the forces
from self-image and replicate-image interactions that occur near
the axes 2f1, 3f3, and 3f5. Interactions at the other 2-fold and
3-fold axes are uniquely determined and without imposed sym-
metry. Potential effects due to the nonphysical microscopic
symmetry imposed 2f1, 3f3, and 3f5 in RSBC MD simulations
of bulk water were assessed by comparing structural and dynamic
properties evaluated from water molecules near these symmetry
axes with the same properties evaluated near other icosahedral
symmetry axes.
3.1.1. Influence on Structural Properties. The g(r) functions

are plotted for averages over water molecules within 10 Å
(Figure 4a) or 5 Å (Figure 4b) of a symmetry axis. The plots in
Figure 4a are indistinguishable for distributions within 10 Å of any
of the 12 axes, including those with imposed microscopic sym-
metry. Considering distributions for water molecules positioned
within 5 Å of an axis, g(r) is only somewhat perturbed by the
imposed symmetry. Between 3 and 5Å, the density is slightly lower
for regions near 2f1 (blue) and 3f3 and 3f5 (red) than regions near
the other symmetry axes (Figure 4b).
An inevitable consequence of the imposed symmetry sur-

rounding the 2f1, 3f3, and 3f5 axes is that an atom cannot occupy
this region in space due to steric collision with its own image. As a
result, an excluded volume of cylindrical shape surrounds 2f1, 3f3,
and 3f5 in the simulation system. The excluded volume was
characterized by determining the water density in 1-Å-thick cylin-
drical shells from 0.5 to 9.5 Å radii, in 1 Å increments, around
each of the 2-fold, 3-fold, and 5-fold symmetry axes of the RSBC

simulation of a water shell and around an arbitrary axis for the
spherical water shell simulation. The coordinate of thewater oxygen
was used to specify occupancy. Thewater density averaged over the
simulation time period is plotted as a function of the cylindrical
radius in Figure 5a for each of the 12 axes defined in the Methods
section. There is no water molecule within 1 Å of the 2f1, 3f3, or
3f5 axis. The radius of the excluded cylindrical volume is between
1 and 2 Å and is slightly larger for the 3-fold symmetry axes than
the 2-fold symmetry axis. The total excluded volume is about
0.01% of the icosahedral pentameric water shell. The excluded
volume at the 2f1, 3f3, and 3f5 axes is compensated by increased
density between 2 and 3 Å of those symmetry axes, so that
beyond 6�7 Å (less than the dimension of two water molecules),
the density of water at 2f1, 3f3, and 3f5 is unperturbed relative to
that of bulk water and that near the other symmetry axes.
To examine whether the excluded volume and variation in

water density (Figure 5a) affected the water structure in the
vicinity of these symmetry axes, we examined the value of Q (see
the Methods section). The ensemble averaged values ÆQæ for
water molecules within cylindrical shells of varying radii are shown
in Figure 5b. ÆQæ is between 0.52 and 0.53 for watermolecules near
all symmetry axes except those close to 3f3 and 3f5. The value for
ÆQæ is 0.47 for averaging over water molecules within 2 Å of 3f3
and 3f5 but reaches 0.52 for averaging waters at a distance greater
than 2 Å from those axes. Thus, only the first layer of water near
3f3 and 3f5 deviates slightly from the tetrahedrality of bulk water
measured by Q.
3.1.2. Influence on Dynamical Properties. To investigate

whether the symmetry imposed by RSBC affects the dynamical
behavior of water molecules, we calculated the survival prob-
ability, Sw(t), of water within 10 Å of symmetry axes (Figure 6).
The differences in the Sw(t) of water, near the 2f1, 3f3, or 3f5

axes relative to that for the other symmetry axes, are not greater
than the differences among the other symmetry axes. The spread
in curves in Figure 6 at 150 ps is less than one watermolecule, and
there is no clear trend in the spread that would indicate water
molecules reside for longer or shorter times near the 2f1, 3f3, or
3f5 axes compared to the other symmetry axes. Even though the
density of water is lower near the 2f1, 3f3, and 3f5 axes, the survival
probability of water is not changed near these symmetry axes.
A comparison of the fluctuations in instantaneous temperature

for the water molecules near the 2f1, 3f3, and 3f5 axes with
symmetry imposed in nonbonded forces to the fluctuations for
the rest of the system should also indicate potential artifacts in

Figure 5. Density and orientational order parameter,Q, of water within
cylindrical shells of 1 Å width around the 3f3 and 3f5 (red); 2f1 (blue);
other 2-fold, 3-fold, and 5-fold symmetry axes of the icosahedron shell of
water; and an arbitrary axis through the spherical shell of water (black).
(a) The density of water at X Å is calculated from the average number of
water molecules between X � 0.5 Å and X + 0.5 Å over the simulation
time period for X from 0.5 to 9.5 Å in 1 Å intervals. (b) ÆQæ within a
cylindrical shell of 1 Åwidth is calculated by averaging theQ of individual
waters within the shell over the simulation time period.

Figure 6. Survival probabilities of water molecules within 10 Å of 3f3
and 3f5 (red); 2f1 (blue); and other 2-fold, 3-fold, and 5-fold symmetry
axes (black) from the simulation of an icosahedron shell of water.



3351 dx.doi.org/10.1021/ct2000843 |J. Chem. Theory Comput. 2011, 7, 3346–3353

Journal of Chemical Theory and Computation ARTICLE

the dynamical behavior of water. Fluctuations in temperature
arise from fluctuations in magnitude of atomic velocities, δVrms.
The δVrms values for water molecules in a cylinder of 5 Å radius
around symmetry axes listed in Table 2 are nearly equivalent,
indicating nodifferences influctuation of instantaneous temperature.
The flux,Φ, through two adjacent surfaces of the primary unit

defining the corner near the 3-fold symmetry axes and the surface
of the primary unit containing the 2-fold symmetry axes was also
calculated. The flux does not diverge near 2f1, 3f3, and 3f5, as no
net flux of water molecules was observed through the adjacent
surfaces of those three symmetry axes (Table 2).
Overall, the results from MD simulation of bulk water includ-

ing RSBC indicate that the symmetrical force from self-image
interactions and other replicate-image nonbonded interactions
imposed by an axis of rotational symmetry do not give rise to
artifacts other than the presence of an excluded volume of radius
between 1 and 2 Å at the symmetry axes, which alters the density
of no more than two water layers. RSBC changes the structure of
the first water layer somewhat near the region of excluded volume,
but no differences were observed in the dynamical behavior of
water molecules near these rotational axes.
3.2. HRV14 Capsid. As an asymmetric molecule, the protein

atoms approach an axis of rotational symmetry but, on average,
cannot lie on an axis. In the energy-minimized crystal structure,

the closest heavy-atom distance to a 3-fold symmetry axis is 2.5 Å,
and 2.8 Å on average, while the distance to a 2-fold axis is 1.1 Å,
and 1.6 Å on average. In further contrast to watermolecules, given
the mass and covalent structure, protein atoms do not experience
overall translational motion and reorientation within the simula-
tion boundaries. Accordingly, the protein structure and dynamics
would seem less susceptible to the influence of imposed symme-
try from RSBC, and effects such as the excluded volume apparent
for water molecules would be diminished for a protein molecule.
The density of HRV14 atoms was determined as a function of

the radial distance from the axes of rotational symmetry in the
fashion outlined above for water molecules. Densities of HRV14
heavy atoms within cylindrical shells 1-Å-thick around the 2-fold
and 3-fold symmetry axes are shown in Figure 7a and b, respec-
tively. The variation among the density profiles for all of the axes is
as large between those without symmetry imposed as it is between
those with and without symmetry imposed, and no trend in the
profiles distinguishes the density of the protein atoms surrounding
the 2f1, 3f3, and 3f5 axes from that surrounding the other axes. The
profile aroundone of the 2-fold axes exhibits an interesting increase
at short distance, which shows a microscopic breakdown of
symmetry due to a conformational fluctuation that moves the
protein toward the region of the symmetry axes. Although this type
of fluctuation would be less probable at the 2f1 axis, the overall
behavior shown in Figure 7 shows no differences from RSBC.
If the self-image interactions of the protein molecule near 2f1,

3f3 and 3f5 generate artificial forces, fluctuation of instantaneous
temperature of the protein residues near those axes should
increase. We examined the Vrms of residue 117 of VP2, which
is nearest to the 3-fold symmetry axes. Fluctuation of Vrms for
VP2 117 from each of the five protomers in the pentameric set of
primary atoms shown in Table 3 and indicate no significant
differences in trend for VP2 117 near the 3f3, 3f5 or other 3-fold
symmetry axes.
We also examined structural features of residues near the five

3-fold axes. The distribution of the main chain ϕ,ψ dihedral

Table 2. Root Mean Square Speed (Vrms) and Flux of Watera

Vrms Å/ps δVrms Å/ps Φ(S1) 1/ps/Å
2 δΦ(S1) 1/ps/Å

2 Φ(S2) 1/ps/Å
2 δΦ(S2) 1/ps/Å

2

2f1 0.32 0.02 0.00 0.02

2f2,2f3,2f4,2f5 0.32 0.02 0.00 0.02

3f3 0.32 0.03 0.00 0.02 0.00 0.02

3f5 0.32 0.02 0.00 0.02 0.00 0.02

3f1,3f2,3f4 0.32 0.02 0.00 0.02 0.00 0.02
aRoot mean square speed (Vrms) and their fluctuations (δVrms); flux through adjacent surfaces (Φ) and their fluctuations (δΦ) of water molecules
within 5 Å of a symmetry axes. For a 3-fold symmetry axis, the flux through two individual adjacent surfaces (S1, S2) of the primary unit edge was
determined. For a 2-fold symmetry axis, the flux through the primary unit surface (S1) containing the symmetry axis was determined.

Figure 7. Density of protein within a cylindrical shell of 1 Å width
around (a) 2-fold symmetry axes (2f1, blue) and other 2-fold symmetry
axes (black) and (b) 3-fold symmetry axes 3f3 and 3f5 (red) and other
3-fold symmetry axes (black). The density of water atXÅ is calculated by
calculating the average density of protein atoms between X� 0.5 Å and
X + 0.5 Å over the simulation time period. The density was calculated for
X from 0.5 Å to 9.5 Å in 1 Å intervals.

Table 3. Root Mean Square Speed (Vrms) of Protein
a

3-fold symmetry axes Vrms Å/ps δVrms Å/ps

3f1 0.37 0.06

3f2 0.37 0.06

3f3 0.38 0.06

3f4 0.38 0.06

3f5 0.37 0.06
aRoot mean square speed (Vrms) and fluctuations (δVrms) of residue
117 of VP2 near five 3-fold symmetry axes. Interactions near the
symmetry axes 3f3 and 3f5 violate the minimum image convention.
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angles are shown for the residues 117 of VP2 and 122 and 199 of
VP3 in Figure 8. These Ramachandran plots reveal that the
distributions for these residues positioned near the 3f1, 3f2, or 3f4
axes (Figure 8a, c, and e) do not differ from those at the 3f3 or 3f5
axes (Figure 8b, d, and f), and thus the protein main-chain
conformation is not effected by self-image interactions.
Together these results show that neither the structural nor

dynamical behavior of the HRV viral capsid is perturbed by self-
image or replicate-image interactions imposed by RSBC. The
excluded volume effect, demonstrated by the density profile from
bulk water simulation (Figure 5), is not manifested by the protein
atoms. The fact that protein atoms, on average, cannot lie on a
symmetry axis reduces the potential for artifacts induced by RSBC,
and the inherent excluded volume poses practically no problem.

4. CONCLUSION

In this article, we have studied in depth the effect of the
nonphysical microscopic symmetry imposed by RSBC on MD
simulations of an icosahedral shell of bulk water and HRV14 viral
capsid and examined the effect due to symmetry imposed at certain
axes based on the similarity of properties that are well converged in
the 2 ns simulation period. The approach is a reasonable critical
assessment of the resulting forces and dynamics even though
longer time scale properties may not be fully converged in the 2
ns simulation. Selection of the primary unit to correspond to
five protomers of this virus allowed comparisons within a single
trajectory of structural and dynamic properties at rotational axes
with and without imposed symmetries. The only significant
difference observed is the density of water within 6 Å of a
rotational symmetry axis with imposed microscopic symmetry
(Figure 5a). This excluded volume is unavoidable given the
nonphysical nonbonded interactions to self-images. Nevertheless,

the structural and dynamical behavior of water remains without
perturbation.

No differences in dynamics or structure due to the volume
excluded by self-images were observed for the large protein sys-
tem of HRV14. As a result of the many contributions to the
atomic forces of the system, protein atoms can fluctuate into
regions within 1 Å of a symmetry axis where self-image interac-
tions occur (red line in Figure 7b). The sub-Ångstrom excluded
volume due to self-image interaction affected neither the dy-
namics nor the structural properties of the viral protein.

In summary, we have validated the usage of RSBC tominimize
the size of a systemwith rotational symmetry. Usage of a pentamer
as the primary unit can minimize the artifacts by avoiding the
higher symmetry surrounding the 5-fold axis. While a pentamer
as the primary unit will only reduce the size of the system by
about 12-fold instead of 60-fold if a protomer were chosen as a
primary unit, a pentamer of a viral capsid, with about 65 000
atoms and 26 000 water molecules, is well within the capacity of
simulation using modern day computers.
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ABSTRACT: The relationship between local tetrahedral order, tagged particle potential energy, and coordination number is
studied for mTIP3P and TIP4Pmodels of water in the bulk as well as in the neighborhood of a small peptide. The tendency of water
molecules with different binding or tagged particle potential energies to occupy environments with different degrees of disorder can
be effectively illustrated by constructing tetrahedral order distributions and corresponding entropy metrics conditional on restricted
ranges of local binding energy. At the state point corresponding to the onset of the density anomaly, the correlation between
tetrahedral entropy versus tagged potential energy is strong and virtually identical for mTIP3P and TIP4P. In TIP4P, this correlation
is retained up to temperatures as high as 300 K, while it is lost by 250 K in mTIP3P. In the 250�300 K regime that is important for
biomolecular simulations, mTIP3P behaves essentially as a simple liquid while TIP4P shows the density and related anomalies
characteristic of water. We also study the number of water molecules, the tetrahedral order, and the tagged molecule potential
energies for water molecules as a function of the distance from the peptide for the 16-residue β-hairpin fragment of 2GB1 inmTIP3P
and TIP4P solvents. The hydration shell coordination profiles (n(r)) of the number of water molecules are almost identical in the
two solvents, but the radial variation in the local energies and local order show significant differences. The residue-wise variation in
the tagged potential energy of watermolecules within the first hydration shell is qualitatively similar in the twomodels. A comparison
of the tetrahedral order distributions of water molecules lying at different distances from the biomolecular solute shows that the
perturbation in the local tetrahedral order distributions of the bulk solvent due to the presence of the solute is marginal. Thus, in the
250�300 K regime, the mTIP3P and TIP4P water models show qualitatively different behavior in terms of the relationship between
tetrahedral order and local energy, but as solvents in the neighborhood of a biomolecular solute, the differences between the two
models are only quantitative and not qualitative.

1. INTRODUCTION

Understanding the relationship between the bulk properties of
water and its behavior as a solvent is of central importance in
many biomolecular and chemical processes.1�8 Water has a
number of unusual properties that determine its behavior as a
solvent. The high dielectric constant of water, associated with
strong electrostatic and induction interactions, is responsible for
its ability to dissolve polar and charged solutes effectively. The
quantum effects associated with the very light hydrogen atoms
have a significant effect on the phase diagram, equation of state,
and transport properties of water. The fluctuating, three-dimen-
sional, locally tetrahedral liquid state network, held together by
hydrogen bonds, gives rise to the thermodynamic and kinetic
anomalies of water and plays a crucial role in hydrophobic
hydration. An understanding of the complexity of interactions
in water, and their consequences for solvation, is necessary in
order to understand the relationship between structure, ener-
getics, and dynamics of solvent and solute molecules underlying
hydration processes.

Liquids for which the randomly packed, hard-sphere fluid
forms a reasonable zeroth-order model are classed as simple
liquids.9 The local coordination in simple liquids is approxi-
mately icosahedral with a coordination number between 10 and 12.
In contrast, tetrahedral, network-forming liquids have a local
coordination of about 4 due to strongly anisotropic, local
bonds.10 Tetrahedrality in water is imposed by the strong, linear
hydrogen bonds between oxygen atoms of two neighboring
water molecules, with each water molecule forming two donor

and two acceptor hydrogen bonds. Increased compression or
heating will tend to destroy the tetrahedral bonding and shift the
behavior of the system toward that of a simple liquid. Thus a
tetrahedral liquid will be dominated by molecules in local
environments with tetrahedral symmetry, with a fraction of
nontetrahedral local environments that will depend on density
and temperature. Tetrahedral liquids can therefore show a
density-driven shift in the nature of local orientational order
leading to water-like thermodynamic and kinetic anomalies.11�21

In the case of water, well-known anomalies include the rise in
density on isobaric heating (density anomaly) and the increase in
molecular mobility on isothermal compression (diffusivity
anomaly).4,7 With decreasing temperature, the energetic bias
toward tetrahedral order will tend to increase the fraction of four-
coordinate, tetrahedral local environments. In the case of water
and silicon, this temperature-dependent change in local tetra-
hedral order has been predicted to lead to a first-order phase
transition between low- and high-density liquids at sufficiently
low temperatures. The line of first-order liquid�liquid phase
transitions in the pressure�temperature (PT) plane is expected
to end in a second critical point.22�24 In the case of water, low-
and high-density amorphous ice forms have been observed,
although direct verification of this liquid�liquid critical point
(LLCP) is difficult since the associated pressure�temperature
regime is difficult to access experimentally. The predicted
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temperature of the LLCP lies between 190 and 232 K, while the
predicted pressures range from negative values to as high as 1350
atm.7,25 An indirect test of the presence of such a second critical
point is to look for the Widom line in the experimentally
accessible regime, defined as the line of maximum correlation
length, or more specifically compressibility maxima, in the PT
plane that terminates at the LLCP.22,23 It should be pointed out
that while the thermodynamic and kinetic anomalies of water are
well-established experimentally in the supercooled regime, ex-
perimental support for the liquid�liquid phase transition and the
second critical point remains elusive.

The unusual thermodynamic properties of tetrahedral liquids,
as exemplified by water, are expected to affect solvation. Hydra-
tion of small hydrophobic solutes, especially the existence of a
solubility minimum as a function of temperature along an isobar,
has been shown to be strongly sensitive to the equation of state
and, therefore, also to the location of the density anomaly in the
pressure�temperature (PT) or density�temperature plane.1,26,27

Given the length-scale dependence of hydrophobicity, with a shift
from entropy-driven to enthalpy-driven hydration as solute size
increases, the relationship between liquid-state anomalies and
hydration behavior may be somewhat different for large hydro-
phobic solutes.28�31 Biomolecular solutes, such as proteins and
nucleic acids, present an even more complex hydration problem
because of their nanoscale size and the presence of polar and
nonpolar groups. Interestingly, despite their structural complexity,
both categories of biomolecules display an internal dynamical
transition for temperatures lying between 180 and 220 K, asso-
ciatedwith a sharp rise in the temperature dependence of themean
square atomic displacements (MSDs) of heavy atoms of the
biomolecule.32�36 This dynamical transition has been shown to
be largely solvent-driven and conjectured to arise from crossing of
the Widom line of compressibility maxima of bulk water.35 An
understanding of the relationship between liquid-state anomalies
and hydration behavior would therefore appear to be crucial for
designing good interaction potentials for biomolecular simula-
tions. Developing accurate as well as computationally efficient
solvent models for water is, however, still a challenge because of
the complex interplay of different intermolecular interactions in
water like dipole�dipole, dipole�quadrupole, hydrogen-bonding,
dispersion, inductive, and repulsive interactions.37 While ab initio
approaches for generating water potentials are accurate, they have
so far proved cumbersome to implement in bulk simulations .38,39

The most widely used water models are therefore empirical rigid-
body water models which freeze the intramolecular vibrations of
the water molecule and model the intermolecular interactions
using a distribution of Lennard-Jones and charge-carrying sites on
the molecules. These water models were originally developed to
reproduce the experimental properties of water under standard
conditions. Recent work shows that they differ significantly in their
ability to capture features of liquid state anomalies and phase
diagrams.17,18,40�42 For example, the SPC/E model is known to
reproduce the anomalous properties of water but at temperatures
which are 30�40 K lower than the experimental value of 279 K at
1 atm of pressure.4,11,43 The version of the TIP3P potential, referred
to here as modified TIP3P or mTIP3P, used with the CHARMM
force field shows a TMD about 80 K lower than that found
experimentally.41,42,44,45 Four-centered rigid-body water models,
especially TIP4P and TIP4P(2005), have been shown to provide
the best description of liquidwater and ice.40,46�48 Recent studies by
Nutt et al. that compare the effect of three different water models
(mTIP3P, TIP4P, and TIP5P) on protein solvation dynamics and

structure are of particular interest in this context.49,50 They found
qualitatively similar hydration behavior for all three water models,
with relatively small quantitative differences. Interestingly, increas-
ing temperature amplifies the differences between the water models
for quantities such as the mean square displacements (MSDs) of
heavy atom positions of the solvated protein while attenuating the
differences between other quantities, such as reorientational relaxa-
tion times.49

Since the critical factor controlling the anomalous behavior of
water models is the energetic bias toward local tetrahedral order,
it is important to understand the relationships between local
order and local energy in the presence and absence of solutes. A
previous study by Agarwal et al. studied the relationship between
local tetrahedral order, local energy, and mobility in bulk water
and in the hydration shell of two small peptides, using the
CHARMM force field in conjunction with the TIP3P model of
water.51 The local tetrahedral order metric, qtet, associated with
an oxygen atom i was defined as

qtet ¼ 1� 3
8 ∑

3

j¼ 1
∑
4

k¼ j þ 1
cos ψjk þ 1

3

� �2

ð1Þ

whereψjk is the angle between the bond vectors rij and rikwhere j
and k label the four nearest oxygen atoms, so that perfect
tetrahedrality corresponds to qtet = 1.11,52 When determining
the qtet of water in the neighborhood of a solute, the definition of
qtet was extended to include heavy atoms of the peptide like C, O,
and N as the nearest neighbors of a water molecule. As a measure
of local energy, the tagged molecule potential energy (TPE or
utag), defined as the interaction energy of an individual water
molecule with all other molecules in the system, was used.53�57

The TPE can also be considered as the binding energy of an
individual water molecule in the system. In the case of pair-
additive potentials, the TPE can be measured as utag = Utot �
UN�1 where Utot is total configurational energy of the system
consisting of N atoms and UN�1 is the configurational energy
when a specific molecule is artificially removed from the config-
uration, keeping the positions of the rest of the atoms
unchanged.58 The Appendix contains the equations for evaluat-
ing TPE for a pair-additive intermolecular force field with
Lennard-Jones and Coulombic interactions. It should be noted
that, for polarizable systems, the definition of the TPE must state
whether the environmental polarization is allowed to relax on
removal of a given molecule.

The ensemble averages of themeasures of local order and local
energy were shown to be anticorrelated with each other along
isochores of bulk SPC/E and mTIP3P water models.51 Water in
the hydration layer of a peptide showed an oscillatory variation in
the TPE with the distance from the peptide for water molecules
lying between a 3 and 10 Å radius. These variations were on the
order of 2�5% of the bulk TPE value and were anticorrelated
with variations in local tetrahedral order in terms of locations of
maxima and minima. Within a radius of 3 Å, the perturbation of
the solvent structure is very significant, with local TPEs that are
10�15% lower than the bulk value and a fairly strong residue
dependence.51 A recent study of the hydration shell of lysozyme
confirms the anticorrelation between the TPE and qtet and shows
that both quantities show some sensitivity to different secondary
structural units.59 In this study, we examine the behavior of two
common rigid-body water models—mTIP3P and TIP4P—with
regard to the relationship between local order and energetics
both in the bulk as well as in the hydration shell of a small peptide.
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These two water models have essentially the same rigid-body
geometry and Lennard-Jones parameters for the oxygen�oxygen
repulsion�dispersion interaction (see Table 1). The additional
Lennard-Jones sites on the hydrogen atoms are relatively incon-
sequential for determining bulk structure and dynamics.60 The
critical difference between the two models is the location of the
charged sites, which implies very different electrostatic interac-
tions. In the case of mTIP3P and TIP4P, for example, this results
in very different quadrupole moments even though dipole
moments are similar.61,62 Since the two water models have very
different temperature regimes for the anomalies, the differences
in hydration behavior in the two solvent models should allow one
to assess the impact of liquid-state anomalies on hydration
behavior. We perform a detailed analysis of tetrahedral order
distributions, local energy distributions, and coordination num-
ber for mTIP3P and TIP4P to establish the nature of correlation
between these three parameters which characterize the local
environment of water molecules. Though it is intuitively obvious
that the tetrahedral order, local energy, and coordination number
of water are related, the quantitative correlations have not been
examined in great detail, and previous studies have largely
focused on the ensemble-averaged values of the two quantities.51

We also perform simulations of the 16-residue β-hairpin frag-
ment of the 2GB1 protein in both mTIP3P and TIP4P solvents.
We examine the order and energetics of mTIP3P and TIP4P
solvent molecules as a function of the distance from the peptide.
The energetics within the hydration shell are examined by comput-
ing the TPEs in the neighborhood of different amino acid residues.
We relate the differences in hydration shell structure and energetics
between the two solvent models to the differences in the parame-
trization of the water models. Computational details of the simula-
tions are given in section 2. Results are contained in section 3, and
our conclusions are presented in section 4.

2. COMPUTATIONAL DETAILS

2.1. Bulk Water. The bulk water simulations consisted of a
system of 256 molecules of TIP3P, mTIP3P, or TIP4P in cubic

simulation cells. These rigid-body potential energy surfaces for
water are described by contributions from short-range interac-
tions defined by Lennard-Jones potential and long-range elec-
trostatic interactions which were calculated using Ewald sums.
The parametric form of the interaction between two water
molecules a and b is given by:

Uab ¼ ∑
i
∑
j

qiqj
rij

þ 4∈ σ12

r12OO
� σ6

r6OO

! 
ð2Þ

where i and j index partial charges located on molecules a and b
respectively and rOO refers to the distance between the oxygen
atoms of the two monomers. The potential energy parameters
used for TIP3P, mTIP3P, and TIP4P are given in Table 1.
For studying bulk water, we used the DL_POLY molecular

dynamics package63,35 as well as the NAMD biomolecular
suite.66,67 The DL_POLY package was used to ensure consis-
tency with our previous work on water, in particular, the
evaluation of the tagged molecule potential energies discussed
in the Appendix.42,51 TheNAMDpackage is more convenient for
biomolecular simulations, and as a check on the TPE evaluation
procedure using the pairInteraction command, we ran bulk water
simulations with NAMD 2.7. All bulk water simulations were
carried out in a canonical (NVT) ensemble with a time step of
1 fs, and production runs were carried out for 4 ns. The equations
of motion were integrated using the Verlet leapfrog algorithm in
DL_POLY simulations and velocity Verlet algorithm in NAMD
simulations. The rigid-body constraints were implemented using
the SHAKE algorithm in DL_POLY simulations and RATTLE
algorithm in NAMD simulations. The calculation of long-range
electrostatic contributions to configurational energy is done by
using different methods in DL_POLY and NAMD. DL_POLY
uses Ewald sums, whereas NAMD uses the particle mesh Ewald
(PME) method (see Appendix A for details). The results of TPE
for bulk system were found to be identical for both the cases.
Simulations of the TIP3P system were carried out for tem-

peratures ranging from 170 K to 300 K and densities ranging
from 0.90 g cm�3 to 1.20 g cm�3. Simulations for TIP4P and
mTIP3P water were carried out at 1.00 g cm�3 density and at
temperatures ranging from 200 K to 350 K. The state point of
(260 K, 1.00 g cm�3) has been examined in detail for mTIP3P
and TIP4P. For all of the state points, the compressibility was
positive and the system was homogeneous, even at negative
pressures, indicative of thermodynamic stability. Table 2 tabu-
lates NVT ensemble results respectively for selected state points
of bulk water. The oxygen�oxygen radial distribution functions
of mTIP3P and TIP4P at 300 K and 1.00 g cm�3 were shown to
reproduce those available in the literature.68 Error bars on the
structural and TPE distributions were found to be less than the
symbol size in the associated figures.
2.2. Solvated Peptide. The solvated system of peptide was

prepared by extracting the 16-residue C-terminal fragment of
immunoglobulin binding domain of streptococcal protein G
(PDB ID: 2GB1) and then solvating this β-hairpin fragment
with 1774 TIP4P water molecules.51,69 The C-terminal and
N-terminal residues did not carry any charges. The two aspartic
acids and two glutamic acids had negative charges on their side
chains, and one lysine residue carried positive charge. Thus, the
solvated peptide had a net �3 charge. In order to maintain charge
neutrality, three waters were replaced by three sodium ions in the
system. The solvation and ionization were done in a cubic box using
the “solvate” and “autoionize” plugins of VMD1.8.7, respectively.70,71

Table 1. Lennard-Jones Parameters (Taken from refs 44 and
45), Dipole Moment (μ), and Quadrupole Moment (QT)
(Taken from ref 40) for Rigid-Body Water Models TIP3P,
mTIP3P, and TIP4Pa

water

models εOO σOO εHH σHH qO qH qM μ QT μ/QT

TIP3P 0.152 3.151 �0.834 0.417 2.35 1.721 1.363

mTIP3P 0.152 3.151 0.046 0.400 �0.834 0.417 2.35 1.721 1.363

TIP4P 0.155 3.150 0.520 �1.04 2.18 2.147 1.014
aThe units for energy, length, charge, dipole moment, quadrupole
moment, and ratio μ/QT are kcal mol�1, Å, e, Debye, Debye 3Å, and
Å�1, respectively.

Table 2. Average Pressure Values for NVT Bulk Water
Simulations of mTIP3P and TIP4P Using NAMD

water model F (g cm�3) T (K) ÆPæ (katm) errorP (katm)

mTIP3P 1.00 260 �0.718 0.0036

0.95 202 �1.674 0.0031

TIP4P 1.00 260 0.074 0.0036

0.98 257 �0.007 0.0011
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Molecular dynamics simulations of the solvated peptide
system were done with both mTIP3P and TIP4P using the
NAMD 2.7 package. The CHARMM22 force field was used for
the simulations. To compute the short-range interactions, a
cutoff equal to half the box length was used. The contribution
of long-range electrostatic interaction to the configurational
energy was computed using the particle mesh Ewald (PME)
method. Energy minimization was done using the conjugate
gradient method to remove any steric repulsions among mole-
cules of the system which may arise during the system prepara-
tion. The energyminimized systemwas then subjected to heating
in an isobaric�isothermal (NPT) ensemble, at the rate of 1 K per
2500 steps until 250 K was reached and then 1 K per 7500 steps
from 250 K to 300 K at 1 atm of pressure. The system was then
equilibrated in the NPT ensemble in order to obtain the
equilibrated volume value. The resulting box lengths of the cubic
box of solvated peptide at 300 K and 250 K are given in Table 3.
Using this equilibrated value of volume, the production runs were
carried out in the microcanonical (NVE) ensemble for 2 ns using
a time step of 2 fs. The configurations were stored every 100 steps
(0.2 ps). The keyword pairInteraction was used to calculate the
tagged potential energy of a given water molecule with all other
molecules in the solvated peptide system. Note that the time step
is consistent with that used in previous studies.69 Tables 4 and 5
show the NVE simulation results for pressure and temperature
with associated checks on the error; the drift in temperature and
pressure is not significant during the course of the run. Error bars
on the structural and TPE distributions were found to be less
than the symbol size in the associated figures.

3. RESULTS AND DISCUSSION

3.1. Tetrahedral Order and Energetics in BulkWater. 3.1.1.
Distributions of Tetrahedral Order, Tagged Potential Energy, and
Coordination Number. The liquid-state anomaly that is expected
to affect solvation thermodynamics is the density anomaly,
corresponding to a temperature-density regime for which (∂F/
∂T)P > 0. The boundary of this regime of anomalous density
behavior is defined by state points for which (∂F/∂T)P = 0, i.e.,
the locus of extrema of the F(T) curve along isobars. In the case
of water, the temperatures of minimum density occur in a
thermodynamically unstable regime, and therefore only the locus
of temperatures of maximum density (TMD) can be defined.
The state point corresponding to the maximum temperature
along the TMD locus in the F�T plane corresponds to the
temperature of onset of thermodynamic anomalies and is
denoted by (TTMD

max ,FTMD
max ). The onset temperature for thermo-

dynamic anomalies of various rigid-body water models has
recently been determined. The (TTMD

max ,FTMD
max ) state points for

mTIP3P and TIP4P correspond to (202 K, 0.95 g cm�3) and
(257 K, 0.98 g cm�3), respectively.42 The corresponding state
point for the original TIP3P model is (205 K, 0.96 g cm�3).

Tetrahedral order distributions for water models in the
anomalous regime are known to have a very prominent shoulder
structure indicative of comparable fractions of tetrahedral and
nontetrahedral local environments. In this structurally anoma-
lous regime, tetrahedral order (qtet) is strongly correlated with
translational order (τ), which measures the extent of pair
correlation between oxygen atoms.11 The structurally anomalous
regimes of all of the rigid-body water models are essentially
superimposable in the qtet�τ plane, even though the temperature
and density regimes for the anomalies may be very different.42 An
interesting illustration of this is shown in Figure 1a where the
P(qtet)’s of mTIP3P, TIP4P, SPC/E, and TIP3P at their respec-
tive TTMD

max values are shown to be essentially superimposable.
This was earlier shown to be true for the temperature of
maximum density along the 1 atm isobar for some water models
but not placed in the context of the similarity in the order
maps.72,73 In the case of the two specific models of interest in this
study (mTIP3P and TIP4P), the qtet distributions of the two
water models are very different at a given temperature; as
illustrated in Figure 1b at (260K, 1.00 g cm�3). The peak at
0.8�0.9 corresponding to strongly tetrahedral local environ-
ments is significantly diminished for the mTIP3P model indicat-
ing that mTIP3P behaves essentially as a simple liquid while
TIP4P is an anomalous, tetrahedral liquid at 260 K.
To contrast the structural information contained in the

tetrahedral order distributions with that in the radial distribution
function, Figure 2b compares the oxygen�oxygen RDFs of
TIP4P and mTIP3P at (260 K, 1.00 g cm�3). While the reduced
structuring of the mTIP3P RDF compared to that of TIP4P is
obvious, the nature of change in local order is muchmore evident
from the P(qtet) distributions in Figure 1b. Figure 2a shows that
the RDFs of the two water models are identical at (TTMD

max ,FTMD
max )

as expected from the strong correlation between pair and
tetrahedral ordering in the anomalous regime.
The distribution of tagged potential energies, P(utag), in rigid-

body water models is approximately Gaussian, with a small
asymmetric tail.51,74,75 Unlike the tetrahedral order distributions,
there is no prominent shoulder in the anomalous regime, as
shown in Figure 7a for the P(utag) distribution for TIP4P water at
260 K and 1.00 g cm�3.
To understand the contributions to utag from water molecules

at different distances, we also compute the contribution to the
tagged potential energy of a water molecule from water mole-
cules restricted to lie in the first and second neighbor shells,
denoted by ufirst and usec, respectively. The cutoff distances for
the first and second neighbor shells are taken as 3.5 Å and 5.5 Å,
corresponding to the first and second minima in the gOO(r) pair
correlation function, respectively, for TIP4P (see Figure 2b).
Figure 3 shows the corresponding P(ufirst) and P(usec) distribu-
tions. ufirst is computed for a water molecule by summing the

Table 3. Length of Cubic Simulation Cells and Density (G) of
Water in System of Peptide Solvated with mTIP3P and TIP4P
at 250 K and 300 K

boxlength (Å) F (g cm�3)

temperature (K) TIP4P mTIP3P TIP4P mTIP3P

250 37.89 37.09 0.973 1.020

300 38.32 37.67 0.950 0.972

Table 4. Average Pressure and Average Temperature Ob-
tained from NVE Simulations for Solvated System of Peptide
with mTIP3P and TIP4P

water

model

target temperature

(K)

ÆTæ
(K)

ÆPæ
(katm)

errorT
(K)

errorP
(katm)

mTIP3P 300 301.56 0.092 0.0102 0.0010

250 252.09 0.249 0.0276 0.0033

TIP4P 300 305.05 �0.141 0.0345 0.0032

250 253.09 0.097 0.0287 0.0031
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interaction energy of that molecule with waters lying within the
first hydration shell, i.e., within 3.5 Å for TIP4P at (260 K, 1.00
g cm�3). Similarly, usec is computed for a water molecule by
summing the interaction energy of that molecule with waters
lying in the second shell, i.e., lying at a distance of 3.5�5.5 Å from
that molecule. ufirst+sec is computed for a water molecule by
summing the interaction energy of that molecule with all of the
neighboring water molecules lying in both the first as well as the
second shell of hydration, i.e., within 5.5 Å of that watermolecule.
So, P(ufirst+sec) is the probability distribution of the ufirst+sec
computed as above. Both the P(ufirst) and P(usec) distributions
are unimodal and do not show an obvious analogue of the strongly
shouldered P(qtet) distribution. The ensemble average of the
combined contribution of the first and second neighbor shell
corresponds to 92% of the ensemble-averaged TPE for TIP4P at

(260 K, 1.00 g cm�3), i.e., Æufirst+secæ ≈ Æutagæ with molecules
beyond the second shell contributing less than 10% to Æutagæ.
The ensemble-averaged value of TPE for TIP4P at (260 K,
1.00 g cm�3) is �87.031 kJ mol�1.
The coordination number (n) of a given water is the number of

neighbors lying within 3.5 Å, ensuring that the next nearest
neighbor lies beyond 3.5 Å.76,77 The distribution of nearest neigh-
bors in TIP4P and mTIP3P water at 260 K and 1.00 g cm�3

is shown in Figure 4a and b, respectively. In the case of TIP4P
water at this state point, four- and five-coordination are almost
equally probable, whereas in mTIP3P water, five-coordinate
water molecules dominate. The average coordination number
in TIP4P and mTIP3P water at this state point is 4.7 and 4.9,
respectively. Neutron scattering data suggest that at 298 K and
1.00 g cm�3 each water molecule has ∼4.5 neighbors.78

3.1.2. Relationship between Local Order, Energy, and Co-
ordination. It is evident that local order (qtet), coordination
number (n), and tagged molecule energy (utag) must carry
correlated, but not identical, information about the local environ-
ment of water molecules. A simple correlation plot of the qtet,i and
utag,i for an individual molecule i sampled at a given state point,
however, shows only very weak correlations between local order
and energy. This lack of a well-defined relationship between the
three quantities is also evident from the qualitatively different
shapes of the shouldered P(qtet) distributions compared with the
unimodal P(utag) (Figure 7a) and P(n) distributions (Figure 4).
Nonetheless, suitably defined averages of these quantities do

show a good correlation. For example, the ensemble-averaged
values of utag and qtet along isochores have been shown to have a

Table 5. Comparison of Average Temperature and Average
Pressure for the First 200 ps and Last 200 ps of the NVE
Simulation of Peptide System Solvated with mTIP3P and
TIP4P

water

model

target temperature

(K)

ÆTfirstæ
(K)

ÆTlastæ
(K)

ÆPfirstæ
(katm)

ÆPlastæ
(katm)

mTIP3P 300 301.48 301.86 0.0994 0.0844

250 252.04 252.19 0.2487 0.2574

TIP4P 300 304.64 305.29 �0.1399 �0.1480

250 252.91 253.72 0.0715 0.0837

Figure 1. Normalized distributions of the tetrahedral order parameter
(a) at the state point (TTMD

max , FTMD
max ) corresponding to the maximum in

temperature along the TMD locus for mTIP3P, TIP4P, SPC/E, and
TIP3P water and (b) for mTIP3P, TIP4P, and TIP3P water at a
common state point of (260 K, 1.00 g cm�3).

Figure 2. Radial distribution function of oxygen�oxygen, gOO(r), for
mTIP3P and TIP4P water models at (a) their respective (TTMD

max , FTMD
max )

state points and at (b) the state point (260 K, 1.00 g cm�3). The
positions of vertical lines on the x axis indicate the upper limit of the first
and the second hydration shells from left to right, respectively.
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well-defined linear correlation in previous studies.51 Similarly,
the tagged particle potential energy, Æutagæqtet, obtained by
averaging over water molecules with local tetrahedral order lying
between qtet and qtet + δqtet shows a quasi-linear, negative
correlation with qtet.

73 In Figure 5, we show these correlations
for selected state points of TIP4P water.
It is useful to employ other metrics in addition to correlation

plots to characterize the relationships between local order,
energy, and coordination number. We have found it convenient

to use conditional distributions of one quantity subject to a
restricted range of another quantity. For example, one can create
distributions of the tetrahedral order and the TPE using only the
subset of water molecules with coordination number n, which
will be denoted byPn(qtet) and Pn(utag). Similarly one can consider
the distributions,Pu(qtet), corresponding to the distributions of qtet
for all molecules with tagged potential energy lying between u and
u + δuwhere u is very small compared with the range of accessible
values of u.

Figure 3. Normalized distributions of local energies of TIP4P water
molecules at (260 K, 1.00 g cm�3). The local energy is calculated as a
sum of contributions from all otherN� 1molecules in the system and is
denoted by utag. ufirst and usec refer to local energies due to interactions
with first and second shell neighbors, respectively; ufirst+sec refers to the
combined contribution to local energy from the first and second shell
neighbors.

Figure 4. Coordination number distributions, P(n), computed at (260
K, 1.00 g cm�3) for (a) TIP4P and (b) mTIP3P. The probability of
finding a higher coordination number (n > 6) of water is very low.
∑n=1
8 Pn = 0.998 for TIP4P and ∑n=1

9 Pn = 0.997 for mTIP3P.

Figure 5. Correlations between local order and local energy averages
for TIP4P water molecules at 1.00 g cm�3 and temperatures of 230, 260,
and 300 K. The average local energy Æutagæqtet is calculated by averaging
utag over molecules having qtet values lying between qtet and qtet + δqtet
(δqtet = 0.05).

Figure 6. Normalized conditional probability distribution of local
order, Pn(qtet) for water molecules with coordination number (n)
computed at (260 K, 1.00 g cm�3) for (a) TIP4P and (b) mTIP3P.
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Figure 6 shows the conditional tetrahedral order distributions,
Pn(qtet), for TIP4P andmTIP3Pwater at 260 K and 1.00 g cm�3 .
In the case of TIP4P water, it is immediately obvious that the
four-coordinate molecules are preferentially in a strongly tetra-
hedral environment. The Pn=4(qtet) distribution is unimodal with
a sharp peak at qtet ≈ 0.8. The five- and six-coordinate water
molecules show shouldered P(qtet) distributions with a shoulder
at qtet≈ 0.45. The three-coordinate water molecules, which form
only a 0.029 fraction of water molecules, are far from tetrahedr-
ality having unimodal P(qtet) distribution with a peak at qtet ≈
0.4. In the case of mTIP3P water, the Pn=3(qtet) distribution is
very similar to that of TIP4P. The conditional tetrahedral order
distributions for n = 4, 5, and 6 are very similar, shouldered
distributions with peaks at qtet ≈ 0.5 and qtet ≈ 0.7 of almost
equal height.
Figure 7a shows the P(utag) distribution of TIP4P water at

(260 K, 1.00 g cm�3) subdivided into histogram bins of
approximately 1 kJ mol�1 width. The Pu(qtet) distributions in
each bin were generated and could be classified into three types
(Figure 7b�d). For the lowTPE histograms, lying in the range of
�120 to �90 kJ mol�1, the Pu(qtet) distributions are unimodal
with a dominant peak corresponding to a strongly tetrahedral
local environment at qtet ≈ 0.85 and a weak shoulder at
approximately qtet ≈ 0.5. Comparison with Figure 6a suggests
that water molecules in this energy region are four-coordinated.
Water molecules with utag values in the range of �90 to �65 kJ
mol�1 have local environments of intermediate tetrahedrality.
Pu(qtet) distributions for these water molecules have a peak at
qtet ≈ 0.75 and a second one at qtet ≈ 0.45. Both peaks are of
comparable height, with the qtet ≈ 0.45 peak becoming more
prominent with increasing utag. The water molecules in the high
energy tail of the utag distribution (�65 to �40 kJ mol�1) have
nontetrahedral local environment with unimodal Pu(qtet) dis-
tributions having a peak lying below ∼0.43. Thus, it is possible
to color the histogram bins in the P(u) distributions in terms
of three qualitatively different types of Pu(qtet) distributions:
(i) strongly tetrahedral with a sharp peak for qtet lying between
approximately 0.8 and 0.9, (ii) intermediate tetrahedral character
with significant proportion of tetrahedral and nontetrahedral
environments, and (iii) nontetrahedral distributions with a peak
at qtet of about 0.5. The tetrahedral order distributions condi-
tional on a particular value of the tagged particle energy show that
TIP4P water molecules with low local energies will exist pre-
ferentially in tetrahedral environments, illustrating the energetic
bias for terahedrality for this model at the given state point.
Figure 8 shows the conditional Pu(qtet) for mTIP3P water at

260 K and 1.00 g cm�3 . In striking contrast to the results for
TIP4P, the Pu(qtet)’s are essentially identical for the entire range
of utag values and consist of distributions indicating comparable
proportions of tetrahedral and nontetrahedral local environ-
ments. In the case of mTIP3P, there is no energetic bias for
tetrahedrality at a temperature of 260 K.
The shouldered distributions of P(qtet) in the anomalous

regime of the water models show that the free energy of the
system as a function of local order must have two local minima.
Since the local energy distributions do not show a corresponding
presence of tetrahedral and nontetrahedral environments, one
expects that entropic factors must play an important role. In a
recent work, Stanley and co-workers introduced an entropy
measure based on the tetrahedral order distribution .79 We adapt
it to define an entropy measure, Sq(utag), using the conditional
Pu(qtet) distribution for all water molecules with utag lying

Figure 7. Relationship between tagged molecule potential energy
distribution, P(utag), and tetrahedral order distribution, Pu(qtet), condi-
tional on water molecules having utag lying between u and u + du. Results
are shown for TIP4P water at (260 K, 1.00 g cm�3). Part a shows a
normalized P(utag) distribution (δu = 0.7 kJ mol�1) colored according
to three types of normalized Pu(qtet) distributions shown in parts b, c,
and d. Part b shows unimodal Pu(qtet) distributions for water molecules
with high qtet having�120e utage�90 kJ mol�1. Part c shows strongly
shouldered Pu(qtet) distributions for molecules with intermediate qtet
having �90 e utag e �65 kJ mol�1. Part d shows unimodal Pu(qtet)
distributions for water with a nontetrahedral environment having �65
e utag e �40 kJ mol�1. The red, black, and blue regions of P(utag)
distribution correspond to water molecules having Pu(qtet) distributions
shown in parts b, c, and d, respectively.
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between u and u + du at a given state point.

SqðutagÞ ¼ S0 þ 3
2
kB

Z qmax
tet

qmin
tet

lnð1� qtetÞ PuðqtetÞ dqtet ð3Þ

Sq(utag) is measured relative to S0 where S0 = kB[ln Ω0 + 3/2
ln(8/3)] at all state points.79 The qtet

min and qtet
max correspond

to the minimum and maximum values of qtet of water molecules
having utag in the range of u and u + δu. Sq(utag) is calculated in
different ranges of utag described above, and its behavior is
examined as a function of utag for mTIP3P and TIP4P (see
Figure 9).
It is observed that for TIP4P at (260 K, 1.00 g cm�3), Sq(utag)

shows a positive correlation with utag and anticorrelation with
qtet, indicating that the higher the qtet, the more negative is the
tetrahedral entropy, and the lower the utag, the lower is the
tetrahedral entropy of the system. At 350 K and 1.00 g cm�3 for
TIP4P water, the correlation is somewhat weaker. For mTIP3P,
there is no correlation between Sq(utag) and utag at 260 K. At the
maximum temperature along the TMD locus, the Sq(utag) plots
for mTIP3P and TIP4P are very similar.
3.2. Tetrahedral Order and Local Energetics of Water in

Hydration Shells. Figure 10 compares the average number of
water molecules n(r) present at a distance between r and r + δr
(δr= 0.25 Å) from theβ-hairpin peptide solvated inmTIP3P and
TIP4P water at 250 and 300 K. The distance of the water
molecule was measured relative to the nearest atom of the

peptide. At 300 K, n(r) does not change significantly with the
change in water models, mTIP3P and TIP4P, in agreement with
previous studies.50 At 250 K, small differences between the
solvent models can be seen in the neighborhood of the first
hydration shell, with a sharper peak coming from the mTIP3P
model. A weak layering effect which extends up to 12 Å from the
peptide is seen for both the water models.80

Figure 11 shows the radial variation of the tagged potential
energy as a function of the distance from the β-hairpin peptide at
300 and 250 K for both water models. The utag(r) curves are
generated by calculating the mean utag values of all of the n(r)
water molecules lying at a distance between r and r + δr from the

Figure 8. Relationship between tagged molecule potential energy
distribution, P(utag), and tetrahedral order distribution, Pu(qtet), condi-
tional on water molecules having utag lying between u and u + du. Results
are shown for mTIP3P water at (260 K, 1.00 g cm�3). Part a shows
normalized P(utag) distribution (δu = 1.05 kJ mol�1). Part b shows
Pu(qtet) distributions for water molecules with utag lying between u and
u+δu for the entire range of utag shown in part a. mTIP3P does not show
different types of Pu(qtet) distributions for different ranges of utag at this
state point as are shown by TIP4P (Figure 7b�d).

Figure 9. Plot of tetrahedral entropy, Sq(utag), defined in eq 3 as a
function of utag for mTIP3P and TIP4P at various state points. (TTMD

max ,
FTMD
max ) for mTIP3P is (202 K, 0.95 g cm�3) and for TIP4P is (257 K,

0.98 g cm�3).

Figure 10. Comparison of the number of water molecules, n(r), as a
function of distance r from 2GB1 β-hairpin peptide when solvated in
mTIP3P and TIP4P water at (a) 300 K and (b) 250 K.
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peptide. Our previous study shows an oscillatory variation in u(r)
beyond the first hydration shell in mTIP3P water.51 The
oscillatory behavior of TIP4P water is very similar to that of
mTIP3P solvent, except that the oscillations are less pronounced
in TIP4P. The utag(r) values are lower for the TIP4P model by
approximately 1 kJ mol�1 at both 300 and 250 K.
Figure 12 shows the tetrahedral order parameter as a function

of the distance from the peptide. As discussed in our previous
study, beyond the first hydration shell, the maxima andminima in
the qtet(r) distribution tend to be anticorrelated with those in
utag(r).

51 As expected on the basis of bulk behavior, TIP4P
solvent shows significantly higher local tetrahedral order compared
with the mTIP3P solvent in the hydration shell of a peptide.
The results presented in Figures 10�12 focus on the local

energy and structure beyond the first hydration shell. Within the
first hydration shell, we expect the tetrahedral network of water
to be distorted, in addition to a strong dependence on the
chemical character of the residues.
To characterize the differences between the two water models

within this critical solvent layer, Figure 13 shows mean TPEs of
water molecules lying within 5 Å of any atom of each amino acid
residue. The variation in TPE as a function of the residues of the
peptide shows similar qualitative behavior for both mTIP3P and
TIP4P water models; i.e., the water molecules near hydrophilic
residues 42(Glu), 46(Asp), 47(Asp), and 56(Glu) have lower
TPEs and those near hydrophobic residues 43(Trp) and 52-
(Phe) have higher TPE values at 300 K. The quantitative

Figure 11. Comparison of tagged potential energy of water molecules,
utag(r), as a function of the distance (r) from the 2GB1 β-hairpin peptide
when solvated in mTIP3P and TIP4P water at (a) 300 K and (b) 250 K.
The value of utag(r) at 12 Å is close to the bulk Æutagæ value at 1.00 g cm�3.
Thevalues of Æutagæ at 1.00 g cm�3 are�81.88kJmol�1 and�81.29 kJmol�1

for TIP4P and mTIP3P at 300 K, respectively, and �88.41 kJ mol�1

and �86.30 kJ mol�1 for TIP4P and mTIP3P at 250 K, respectively.

Figure 12. Comparison of tetrahedral order, qtet(r), as a function of
distance (r) from the 2GB1 β-hairpin peptide when solvated in mTIP3P
and TIP4P water at (a) 300 K and (b) 250 K.

Figure 13. Residue-wise dependence of tagged potential energy for
mTIP3P and TIP4P at (a) 300 K and (b) 250 K.
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differences in TPE of the water molecules near the hydrophilic
and hydrophobic residues are, however, greater in the case of
mTIP3P than in TIP4P.
Figure 14 shows the Pr(qtet) distributions for water molecules

lying between a distance of r and r + δr of the peptide solvated in
mTIP3P as well as TIP4P water at 250 K. The Pr(qtet)’s are
compared with the bulk P(qtet) distributions of the two water
models. The distances corresponding to minima in the qtet(r)
distributions shown in Figure 12 show tetrahedral order distribu-
tions with somewhat higher probabilities of low qtet values. It is
evident that deviations from the bulk distribution are small as a
function of the distance from the peptide. It should be noted that
qtet has been defined to include the four nearest heavy atoms,
whether they belong to water or the peptide. Since the oxygen
atom in water will tend to form two donor and two acceptor
hydrogen bonds, this definition of qtet assumes that replacement of
water�water hydrogen bonds with other hydrogen bonds (e.g.,
water and hydroxyl group of side chain) does not significantly alter
the local environment of a water molecule. The distortion in the
tetrahedral network of the water molecules in the first hydration
shell is not as severe as expected, even though the TPE values of
water molecules in the first hydration shell are significantly lower.
It should be noted that similar small perturbations of the tetra-
hedral order distribution as a function of the radial distance from
the solute were seen in the case of aqueous sugar solutions.81

4. CONCLUSIONS

We show that the relationship between tetrahedral order and
anomalous behavior is very similar in the rigid-body water

models (TIP3P, mTIP3P, SPC/E, and TIP4P); for example,
the tetrahedral order distributions for mTIP3P, TIP4P, and
SPC/E water are superimposable at the state point (TTMD

max ,
FTMD
max ) corresponding to the maximum temperature for onset

of the density anomaly. The energetic stabilization of terahedr-
ality for the different water models can vary widely, as indicated
by the wide variation in the temperature regimes of the anoma-
lies. In the temperature range of 250�300 K, of interest in
biomolecular simulations, the mTIP3P water model behaves as a
normal liquid, while the TIP4P water model is an anomalous,
tetrahedral liquid. To understand the relationship between local
order (qtet), local energy (utag), and local coordination number
(n) in these two water models, we construct tetrahedral order
distributions conditional on a specific value of the coordination
number or a narrow range of tagged molecule potential energies.
The Pn(qtet) distributions are obtained by averaging over all
molecules with exactly n neighbors in the first coordination shell.
The Pu(qtet) distributions are obtained by averaging over all
water molecules with TPE lying between u and u + δu. The
Pn(qtet) or Pu(qtet) for TIP4P can be classified into three types:
(i) strongly tetrahedral with a sharp peak for qtet lying between
0.8 and 0.9, (ii) intermediate tetrahedral character with a broad
plateau or strong shoulder indicating a significant propor-
tion of both tetrahedral and nontetrahedral environments, and
(iii) nontetrahedral distributions with a peak at qtet of about 0.5.
Using the conditional distributions, we show that four-coordi-
nate environments in TIP4P water in the 250�270 K regime are
likely to be strongly tetrahedral with lower local tagged molecule
potential energies. Higher coordination sites will have lower
tetrahedrality and higher local energy. The mTIP3P model of
bulk water in the same temperature regime displays no energetic
bias toward tetrahedral local environments. The tendency of
water molecules with different binding energies (TPEs) to
occupy environments with different degrees of disorder can be
effectively illustrated by constructing entropy measures based on
the Pu(qtet) distributions. At themaximum temperature along the
TMD locus, the correlation between tetrahedral entropy versus
tagged potential energy is strong and virtually identical for
mTIP3P and TIP4P. In TIP4P, this correlation is retained up
to temperatures as high as 300 K, while it is lost by 250 K in
mTIP3P.

We compare the effect of solvating the 16-residue β-hairpin
fragment of 2GB1 in mTIP3P and TIP4P solvents. The hydra-
tion shell coordination profile (n(r)) of the number of water
molecules at a distance r from the peptide is almost identical in
the two solvents at 300 K, though lowering of the temperature to
250 K increases the differences slightly. This is consistent with
earlier studies by Nutt and Smith on the radial distribution
functions in water.50 The differences between the two solvent
models are larger, however, for the tagged potential energy
(utag(r)) as a function of distance r from the peptide, though
the weak oscillatory variation as a function of r is qualitatively
very similar in the two solvents. The residue-wise variation in the
tagged potential energy of water molecules within the first
hydration shell is qualitatively similar in the two models. The
differences between the two solvent models are larger when the
radial distribution of the tetrahedral order is monitored, com-
pared to the tagged potential energy. This difference, however,
seems to originate from the differences in the bulk tetrahedral
order distributions of the solvent at the same state point since
perturbation in the local tetrahedral order distributions of
the bulk solvent due to the presence of the solute is marginal.

Figure 14. Normalized distributions of tetrahedral order, Pr(qtet), for
water molecules lying between a distance of r and r + δr (δr = 0.25 Å)
from the peptide solvated in (a) mTIP3P and (b) TIP4P at 250 K. The
bulk P(qtet) distributions shown correspond to the state point (250 K,
1.00 g cm�3) for both the water models.
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To summarize, the mTIP3P and TIP4P water models show
qualitatively different behavior in terms of the relationship
between tetrahedral order and local energy that governs the
thermodynamic anomalies in the 250�300 K temperature
regime. As solvents in the neighborhood of a biomolecular
solute, the differences between the two models, however, are
quantitative rather than qualitative.

It is useful to place our results in the context of previous work
on structure and energetics in bulk water and in aqueous
solutions. We show that local order, energy, and coordination
number in bulk water show similar but not identical behavior in
the context of the liquid-state anomalies. This is consistent with
the multiple time-scale behavior seen in the time correlation of
local fluctuations in tetrahedral order, coordination number, and
tagged particle potential energies.7,56,57,76,82 Our results for the
differences in shapes of tetrahedral order distributions for water
molecules with different local coordination are also consistent
with the recent work of Netz and co-workers that density�
density correlations do not have a simple relationship with spatial
correlations in structural order.83 Previous studies suggest that
rigid-body water models that provide a more accurate phase
diagram and equation of state, also prove to be more reliable for
studying solvation and clathrate formation of small hydrophobes.26,27

A systematic comparison of hydration behavior of amino acid
analogues, small solutes, and proteins (e.g., myoglobin and
crambin) predicted by different biomolecular force fields and
water models suggests that qualitative trends are similar, though
the equation of state of the water model strongly influences the
hydration enthalpy.31,49,50 These results are consistent with our
observations on the hydration shell structure and energetics of
the 2GB1 peptide in water.

The results of this study provide some insight into the role
played by different components of the intermolecular interac-
tions of water in controlling hydration behavior, which should
help in the appropriate design of coarse-grained models for
water.84�86 A crucial factor controlling the chemical potential of
small hydrophobes in water is the cavity distribution function
which depends on the size of the water molecules.27,28 In the
TIPnP water models, this aspect will be controlled essentially by
the Lennard-Jones size parameter and will be identical for all of
them. The geometry of the partial charges is the crucial difference
between the two models studied here. As pointed out by Vega
and others, the dipole moments of most rigid-body water models
are very similar, though the quadrupole moments are signifi-
cantly different.40,61 The similar dipole moments of the two
models studied here imply that the most important contribution
to solvation of polar solutes or amino acid side chains is similar in
the mTIP3P and TIP4P models. The dipole�quadrupole ratio
has been shown to be crucial in determining the phase diagram
and equation of state of water, especially the regions of stability of
the different ice phases.61 One may therefore surmise that this
factor will affect organization of the tetrahedral network and
therefore the presence of water-like anomalies, solvation of small
hydrophobes, and clathrate formation.26,27 Given the length-
scale dependence of hydrophobicity, the dipole�quadrupole
ratio and the associated tetrahedral hydrogen-bonded network
structure may play a relatively small role in the hydration of a
peptide of nanoscale dimensions with a heterogeneous set of
charged, polar, and nonpolar residues, as suggested by our
results. The qualitatively similar behavior in local energy and
order in the peptide hydration shell in mTIP3P and TIP4P water
shown by us leads to the conclusion that the dipole moment and

the van der Waals radius play a crucial role in determining overall
trends in hydration properties, while the dipole�quadrupole
ratio and equation of state of water play a subsidiary though
significant role.

’APPENDIX A: EVALUATION OF TAGGED MOLECULE
POTENTIAL ENERGY FOR PAIR-ADDITIVE POTENTIALS

In this section, we present the equations required in order to
evaluate the tagged molecule potential energy (TPE or u),
defined as the interaction of a given molecule with all other
molecules in the system. Our equations apply to the case where
intermolecular forces are modeled using pair interactions be-
tween Lennard-Jones and charge sites and do not take into
account intramolecular contributions. The Coulombic interac-
tions are evaluated using Ewald summation. Regarding computa-
tional details, we have computed the TPE of water molecules in
rigid-body models of bulk water using these equations by
adapting standard Ewald summation codes.88 We have then
shown that the TPE can be computed by relatively small
modifications of the DL_POLY source code. The pairInteraction
command in the NAMD input file was then used to also compute
the TPE distributions for bulk water and was shown to give
essentially identical results, though NAMD uses the particle-
mesh Ewald method to evaluate the Coulombic forces. With this
validation, we could use the pairInteraction command in NAMD
to compute the TPEs of water molecules in the hydration shell of
a biomolecule.

In the case of pair-additive potential models, such as the
CHARMM biomolecular force field, the intermolecular contri-
bution to the potential energy (Uinter) can be written as a sum of
the Coulombic (UCoul) and van der Waals (UvdW) interactions.

Uinter ¼ UCoul þ UvdW ðA:1Þ
In the Ewald summation, UCoul is written as

UCoul ¼ Uscreen þ Urec �Uself ðA.2Þ
where Uscreen is the real space contribution from screened
charges, Urec is the reciprocal space contribution, and Uself is
the self-interaction correction.64,87,88 The tagged molecule po-
tential energy (TPE) of the ith molecule will therefore contain a
corresponding set of contributions and will be written as

ui ¼ uscreeni þ ureci � uselfi þ uvdWi ðA:3Þ
In the case of the one-component bulk water system, the tagged
molecule energies will satisfy the relation

Uinter ¼ 1
2∑i

ui ðA:4Þ

The rigid-body models associate a set of Lennard-Jones (LJ) and
charged sites with a water molecule.

The TPE contribution due to van der Waals interactions will
therefore be

uvdWi ¼ ∑
NLJ

k
uvdwk ¼ ∑

NLJ

k
∑
j
uLJðrkjÞ ðA:5Þ

where the sum over k represents summation of over all NLJ

Lennard-Jones sites on molecule i and the sum over j is the
interaction of LJ site k with all LJ sites not on molecule i.
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In the case of Ewald summation, it is necessary to consider the
interaction of each of the charge sites l with all other charge sites
not on the same molecule. Ewald summation replaces the bare
charges by screened Gaussian charge distributions to give a real-
space contribution to the potential energy, written as

Uscreen¼ 1
2 ∑

N

i¼ 1
∑
N

j¼ 1

qiqj
4πε0

erfcðαjrijjÞ
jrijj ðA:6Þ

¼ 1
2 ∑

N

j¼ 1
ucrealj ðA:7Þ

where uj
creal is the interaction of a screened charge site with all

other screened charges. The ui
screen contribution to the TPE of

the ith molecule must be computed by summing the uj
creal

contributions due to all NC charged sites on molecule i.
The reciprocal-space contribution to the Coulombic energy,

Urec, is written as

Urec ¼ 1
2V0ε0

∑
∞

jkj 6¼0

expð � k2=4α2Þ
k2

j∑
N

j
qj expð � ik 3 rjÞj2

ðA:8Þ
where j labels the charge sites in the system. By replacing the
squared modulus term by a double sum over i and j, we can write

Urec ¼ 1
2V0ε0

∑
∞

jkj 6¼0

expð � k2=4α2Þ
k2 ∑

N

j¼ 1
∑
N

i¼ 1
qiqj expð� ik 3 ðrj � riÞÞ

ðA:9Þ
By rearranging, one can show that it is possible to write Urec as a
sum of contributions from each charge site j of the form

Urec ¼ 1
2 ∑

N

j¼ 1
ucrecj ðA:10Þ

where uj
crec is the reciprocal space contribution to the energy of

interaction of a charge site with all other charges in the system
and may be explicitly written as

ucrecj ¼ 1
V0ε0

∑
∞

jkj 6¼0

qj expð� ik 3 rjÞ
expð � k2=4α2Þ

k2 ∑
N

i¼1
qi expðik 3 riÞ

ðA:11Þ
The ui

rec contribution to the TPE of the ith molecule must be
computed by summing the uj

crec contributions due to all NC

charged sites on molecule i.
The self-interaction term Uself corrects for the spurious

interaction energy in Urec of each screened charge distribution
with itself as well as removes the interactions between charged
sites on the same molecules. For a molecule i, this term can be
written as

uselfi ¼ 1
4πε0

∑
NC

l e m
qlqmδlm

αffiffiffi
π

p þ erfðαrlmÞ
r1 � δlm
lm

 !
ðA:12Þ

where l andm label charge sites on the same molecule i andNC is
the number of charge-carrying sites per molecule.
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ABSTRACT: Computational studies of ligand�protein binding are crucial for properly designing novel compounds of potential
pharmacological interest. In this respect, researchers are increasingly interested in steered molecular dynamics for ligand�protein
binding and unbinding studies. In particular, it has been suggested that analyzing the work profiles along the ligand�protein un-
docking paths could be fruitful. Here, we propose that small portions of work profiles, termed “local mechanical responses” of the
system to a steering force, could serve as a universal measure for capturing relevant information about the system under investiga-
tion. Specifically, we first collected a high number of steering trajectories using two biological systems of increasing complexity (i.e.,
alanine dipeptide and (R)-roscovitine/CDK5 complex). Then, we devised a novel postprocessing tool to be applied to the local
mechanical responses, to extract structural information related to the biological processes under investigation. Despite the out-of-
equilibrium character of the trajectories, the analysis carried out on the work profiles provided pivotal information about the
investigated biological processes. This could eventually be applied to drug design.

’ INTRODUCTION

Computational drug design has two major goals: (i) the accu-
rate estimation of ligand�protein binding free energy; and (ii)
the disclosure of the structural determinants responsible for
ligand�protein recognition and binding. In this scenario, mo-
lecular dynamics (MD)-based enhanced sampling methods play
an increasingly relevant role. As far as the ligand�protein binding
free energy (ΔGb) is concerned, the most widely used strategies
are based on alchemical transformations1 (double decoupling2,3

and related schemes), where the ΔGb is estimated using a ther-
modynamic cycle.1,4�7 Notwithstanding the impressive results
achieved, alchemical transformations8,9 do not explicitly account
for the dynamical events occurring upon ligand�protein recog-
nition and binding. Notably, such dynamical events can be of
paramount importance in drug discovery by providing funda-
mental drug design information.10 Moreover, simulations of the
unbinding process are relevant for the binding kinetics, and thus
for drug residence time within the target.11,12 Very recently, the
first promising attempt to obtain the kinetics from straightfor-
ward simulations appeared13 and required a collective computa-
tional effort through distributed networks. Therefore, for the
time being, umbrella sampling,14,15 metadynamics,16,17 and
steeredMD18 are the methods of choice to disclose the structural
determinants relevant to a ligand binding to a protein on the exit
pathways. In particular, metadynamics has proven to be rather
effective,17,19 but its computational cost is not a priori predictable
even in an exploratory regime (i.e., when convergence of the free
energy is not required). Steered MD is also becoming very
popular for studying biophysical processes.20�26 This is partly
due to its conceptual simplicity and integration in several
currently available MD codes. In steeredMD, a certain transition
(such as ligand�protein unbinding) is obtained via a tunable

restraining potential, which forces the system to move away
from its initial configuration (e.g., a bound state for ligand�
protein complexes) to a given position during an MD run.18 In
the case of an unbinding process, the target position may be
defined as an unbound state where the ligand�protein interac-
tions may be considered negligible. In steered MD, the simula-
tion time required to complete the transition is an input para-
meter, which can be reduced to an almost arbitrary small number,
making the technique particularly appealing in the drug discovery
process. Moreover, some recent attempts to obtainΔGb of bind-
ing have been reported,25 but these are limited to very simple
model ligands. Concerning more realistic cases, Colizzi et al.24

have demonstrated that steered MD can be applied to drug
design-related problems without requiring an accurate estima-
tion of the ΔGb. In particular, Colizzi et al. could discern active
from inactive enzyme inhibitors by a simple visual inspection of
the force profiles required for pulling ligands out of the protein
binding site. Increasing the number of steered MD pulling
trajectories provides a natural extension to improve the overall
reliability of this approach,26�28 and this is becoming accessible
due to the ongoing increase in CPU performance. Although
much recent effort has been devoted to analyzing configurations
generated by MD runs,29�31 it is not easy to extract relevant
structural information from an ensemble of steered MD work
profiles for a complex system. This is due to the lack of specific
and effective analysis tools.

Here, we report on a novel postprocessing strategy aimed at
analyzing steered MD trajectories and extracting the structural fea-
tures that are relevant to the biological process under investigation.
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We used the work profile calculated on the system in a limited
region of space, hereafter referred to as local mechanical response
(LMR), as a measure of the ligand�protein interaction strength.
The LMR profiles were analyzed via multidimensional scaling
(MDS),32 which allowed us to extract structural similarity/
dissimilarity over a large set of steered MD-derived LMRs. We
also report on using this postprocessing tool to correlate work
profiles with the relevant structural changes occurring during a
certain process (see Figure 1 for a schematic representation of
the overall process). In particular, we show that: (i) reasonably
fast pulling regimes can provide relevant information on structu-
rally different reactive pathways; (ii) by analyzing LMR patterns,
it is possible to point out the structural elements important for the
unbinding process; (iii) LMR emerges as a simple and system-
independent observable that has general applicability for ligand�
protein binding studies. To illustrate the usefulness of this
novel approach, two case studies of increasing complexity are
here investigated.

’METHODS

Work Estimate in Steered MD Simulations. In the thermo-
dynamic integration formalism,33 the free energy difference
associated with the continuous change of the system from an
initial state described with an Hamiltonian H(λ0) to a final one
H(λ1) obtained by changing the parameter λ is given by

ΔG ¼
Zλ1

λ0

∂HðλÞ
∂λ

� �
dλ ð1Þ

One possible way to achieve the transition is to add to the
standard Hamiltonian a harmonic potential Ubias(t,r) acting on a
descriptor s(r) (e.g., the ligand�protein distance or the mean
square deviation with respect to a given structure), which holds
the following time dependency:

Uðt, rÞ ¼ kðsðrÞ � s0 � vtÞ2 ð2Þ

where s0 is the value of the descriptor in the initial state H(λ0), t is
the time, and k is a numerical constant. Thus, whenever time is
considered in place of the parameter λ, the partial derivative of the
Hamiltonian turns out to be the instantaneous value, and the integral
in eq 1 (which can be easily calculated via quadrature or trapezoidal
rule) corresponds to the work ΔW exerted on the system:

ΔW ¼
Zt1

t0

∂HðtÞ
∂t

� �
dt ¼ � 2kv

Zt1

t0

ðsðrÞ � s0 � vtÞdt ð3Þ

After a predetermined amount of time, the center of the harmonic
constraint will be located in its final position:

s1 ¼ s0 þ vt1 ð4Þ
Therefore, whenever the spring constant k chosen is large

enough (stiff-spring regime), it is reasonable to assume that, at
the final time t1, the system has approximately reached the point
s1.Moreover, when theUbias(t,r) is applied in a quasistatic regime
(slow growth), the calculated work is equivalent to the free
energy estimate obtained by thermodynamic integration:28

ΔWðt1, t0Þ = ΔGðs1, s0Þ ð5Þ
This is a translation of the classical result, which states that the

work exerted by an external potential to move a system quasis-
tatically from an initial to a final state is equal to the free energy
difference between these two states.
Froma practical standpoint, Crooks theorem27,34 or Jarzyinski27

equality are better suited to evaluate free energies from out-of-
equilibrium trajectories, since the quasistatic limit is practically
never reached. Thus, in such cases the work profile turns out to
be rather different from the actual free energy landscape. Here,
we explore the hypothesis that, even in a non-quasistatic regime,
the work profiles retain some information about the structural
events associated with the mechanical response induced by the
steering procedure. Hereafter, this will be referred to as the
“mechanical response” profile.
To better understand the effects of the application of a steering

potential, it is useful to consider the limiting case where the
transition is carried out in a single step. During such a time span
(typically 2 fs for a classical MD simulation), the system can be
considered frozen, and therefore the estimated work will be

ΔW ¼ kðs1 � s0Þ2 ð6Þ
In this case, the path followed by the system (e.g., ligand and

protein in the case of an undocking experiment) becomes irrel-
evant, and all of the contribution to the work comes from the
restraint position. Moreover, being system independent, the esti-
mated work cannot be by any means similar to the free energy of
binding, which, in contrast, is strongly system dependent. This
conceptual experiment shows that, although the requirement of
quasistatic transformation can be somewhat relaxed, the simula-
tions should nevertheless be performed with a steering velocity
that can capture the mechanical response of the system subjected
to the typical relaxation time of the variables implied in the
investigated process. In accordance with this limit, the ligand acts
as a probe for ligand�protein interactions, and the trajectories
may retain some physicochemical relevance. This pulling velocity
range is worth exploiting. This is because it is computationally
affordable and preferable to both very fast steering regimes
(which are not sensitive to the ligand�protein rearrangement)
and very low velocities (which are required whenever accurate

Figure 1. A sketch of the general workflow used in this study. Steered
MD simulations are carried out (A), work profiles are subsequently
generated (B), and a set of matrices that record the similarity among
profiles are produced (C). The matrices are then postprocessed, and the
similarities in the work curves are correlated with structural elements (D).
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free energy estimations are needed). The latter case in particular
must meet a stricter requirement: Whenever multiple paths are
competing, the correct free energy is obtained only when the
relative occurrence of different pathways is at convergence. This is
particularly unlikely when each path is separated from the others
by a large barrier. In the present study, we show that structurally
relevant information about the different paths can be gathered
even without obtaining full convergence on the statistics among
competing pathways. This results in a large computational saving.
MDS Analysis. Since a detailed analysis of a considerable

number of trajectories may be cumbersome, we want to test the
hypothesis that adopting a postprocessing technique for the
mechanical response profiles W(s) may be helpful in capturing
the principal structural trends in the collected ensemble of
trajectories. The rationale is that structural features are expected
to affect the resistance that the system opposes to the external
force and, in turn, the mechanical response profiles W(s).
Although reasonable, this assumption must be kept in mind while
postprocessing two similar work profiles, since this does not ex-
clude the possibility that they represent two different pathways.
In the stiff spring regime we can assume that s(t1)≈ s1 and can

define the n-th mechanical response profile18,28 as

Wnðs1Þ = Wnðt1Þ ¼ � 2kv
Zt1

t0

ðsðrÞ � s0 � vtÞdt ð7Þ

A portion of the mechanical response within a certain interval
of s, of width Δ, is termed here “local mechanical response”
(LMR). The distance between two LMRs obtained from two
steered MD trajectories within a certain interval of s, of width Δ,
may be defined as

dnmðs0,ΔÞ ¼
Zs0 þ Δ

s0

½WnðsÞ � ÆWnðsÞæΔ �WmðsÞ

þ ÆWmðsÞæΔ�2ds ð8Þ
with ÆWn (s)æΔ being the average work over the interval:

ÆWnðsÞæΔ ¼

Zs0 þ Δ

s0

WnðsÞds

Δ
ð9Þ

This defines a set of distance matrices along the pulling
coordinate that can be exploited to monitor different families
of LMRs along the steering pathway. A brief sketch of this step is

represented in Figure 2A and B. One valuable outcome of
calculating the local difference between two profiles over blocks
of fixed sizeΔ (instead of calculating it on the work profile over the
whole transition) is the crucially important possibility of detecting
branching in themechanical response intersection among different
realizations. To avoid irregular behaviors at the borders between
adjacent blocks, some degree of overlap between them is allowed.
Clearly, the window sizeΔmust be properly tuned in accordance
with the scales of the events involved in the transition. For the
ligand unbinding event investigated here,Δwas optimally sized to
identify hydrogen (H)-bonding breaking/formation or local con-
formational rearrangements, while much finer thermal motions
were chosen to be averaged out.
For the sake of completeness, we note that the same informa-

tion could be obtained by averaging the exerted forces rather than
using work. Here, we prefer to consider the work profiles because
they may provide an interesting view of the dissipative work
produced and a useful hint concerning the appropriateness of the
pulling parameter as well as the amount of orthogonal degrees of
freedom interfering with the pulling direction.
Once the set of matrices dnm(s, Δ) is obtained, there are two

possible ways to postprocess them. One approach relies on stan-
dard clustering techniques. Because of the intrinsic need for a
clustering threshold value whose choice in the case of the work
curve realizations would be arbitrary and far from simple, we
decided to adopt aMDS approach29,32 so as to have a direct grasp
over the topology of the LMR pattern. Hence, we term this
analysis LMR-MDS.
MDS is a standard pattern-recognition technique32 that can

detect the intrinsic dimensionality from a distance matrix by
searching for the lowest dimensional possible manifold that can
preserve the reciprocal neighbor distances and produce a repre-
sentation that resembles the original topology in the original
high-dimensional space.
The simple MDS algorithm used here initially picks a random

entry dnm(s,Δ) (i.e., the distance between the n and m work
profiles over an interval of width Δ centered in a given point s
along the steering coordinate) in the high M-dimensional
original distance matrix d(s,Δ) and creates two fictitious points
in a low D-dimensional Euclidean space at the same distance
dnm
MDS(s,Δ). Then, another entry on the same row n but at a
different column l is picked (dnl(s,Δ)) and used to constrain the
distance from n when a new point representing l is placed in the
D-dimensional space. Since this operation is not univocal, a
Monte Carlo (MC) procedure is used to satisfy as much as
possible all the distances with respect to the already projected
elements. The procedure is iterated until the entire original
distance matrix d(s,Δ) is spanned. At the end, the positioning of

Figure 2. Schematic representation of the postprocessing analysis of the work curves. The first step (A) is the calculation of the distance between
mechanical responses recorded on a small portion of the order parameter s (blue-shaded region). The second step (B) is the collection of the distance
matrices along the order parameter, and the last step (C) is the retrieval of a fictitious representation viaMDS in a reduced dimensionality for each of the
matrices. MDS1 and MDS2 are the fictitious coordinates produced by the MDS algorithm.
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the last points is subject to a larger number of constraints than
the initial ones. To reduce the residual strain, we therefore
applied a MC annealing procedure, adopting the merit function
EMC(s,Δ), also called “stress” function in MDS terminology, to
all the points in the D-dimensional representation. The stress
function EMC(s,Δ) is the squared difference in the representa-
tion of the two matrices, the M-dimensional and its fictitious
D-dimensional representation:

EMCðs,ΔÞ ¼ ∑
N

n < m
½dnmðs,ΔÞ � dMDS

nm ðs,ΔÞ�2 ð10Þ

In order to evaluate the appropriateness of the choice of D, the
preservation of an order relation within the distance matrices is
verified. In the negative case, the dimension is increased, and the
entire procedure is repeated.
The postprocessing procedure consists of applying the above

procedure for each interval Δ along the steering coordinate. The
final outcome is thus a set of reduced representations for this
degree of freedom (see Figure 2C).
At the end of the procedure, one gets an intuitive representa-

tion of the different families of steering processes that may occur.
By inspecting the structural differences between representative
members of different families, we obtain a picture of the different
processes occurring at the molecular level during ligand unbind-
ing. This final step is represented in Figure 1C and D.
We note that a similar postprocessing tool can be applied to

any set of distance matrices. Therefore, when studying the alanine
dipeptide, we also appliedMDS to theCartesian coordinates of the
atoms. In this case, each entry of the matrix dnm

RMSD(s,Δ) was ob-
tained using the root mean square deviation (RMSD) of the heavy
atoms of two structures along the steering path, obtained after
optimal alignment through the Kearsley algorithm.35We term this
analysis “Cartesian-MDS” to differentiate it from the work-based
LMR-MDS. Their comparison (see Results Section) is instru-
mental in verifying the connection between the local mechanical
response and the structural changes of the system.
It is worth noting that theMDS implementation here described

was intentionally rather unsophisticated, and for this specific
problem that included a data set with relatively modest size, our
MDS approach could be basically equivalent to other more
advanced methods, like classical Torgerson multidimensional
scaling. The latter approach has to be highly recommended when
a larger data set has to be analyzed.32

Simulation Details. All the MD simulations in the present
work were carried out with NAMD2.7 code.36 The simulations
in the NVT ensemble were performed using the Langevin
thermostat,37 and additional steering forces were introduced
via the PLUMED38 plugin integrated in the NAMD code.
For alanine dipeptide (see Figure 3A for a molecular sketch),

we used CHARMM27 force field,39 a time step of 0.2 fs without
constraining the covalent-bond length involving hydrogen atoms
so as to maximize the number of degrees of freedom involved.
A Langevin thermostat at 300 K with relaxation time of 8 ps was
used tomaintain the average temperature during out-of-equilibrium
runs. We performed steered MD simulation using mean square
displacement (MSD) of the heavy atoms with respect to C7ax

configuration as a pulling coordinate. Optimal alignment was
obtained using the Kearsley algorithm.35 A number of tests were
performed to choose the speed for pulling and themagnitude of the
spring constant. A limited dissipative workwas obtainedwith a value
of 2000 kcal/(Å4

3mol) for the spring constant and 0.005 Å2/ps

for the pulling speed (Supporting Information, Figure S1). Unless
specified, all the molecular representations were generated using
VMD.40

For (R)-roscovitine/CDK5 complex, the starting geometry
used in the simulations was obtained after removing the p25
activator from the X-ray structure retrieved from the Protein
Data Bank (PDB code: 1UNL).41 The Amber parm99SB42 force
fieldwas used for the protein, while the (R)-roscovitinewas treated
with the general Amber force field for organic molecules43 and the
charges were derived according to the restrained electrostatic
potential (RESP) procedure.44 Prior to the steered MD simula-
tions, the system was minimized and equilibrated in a box with
10 371 TIP3P45 water molecules and pressurized for 2 ns in the
NPT ensemble using a Langevin thermostat37 and a Langevin
piston barostat.46 Long-range electrostatic interactions were
treated with the particle mesh Ewald (PME) method.47 Short-
range nonbonded interactions were calculated using a cutoff

Figure 3. Structural and free energy features of alanine dipeptide. (A)
Ball and stick representation of alanine dipeptide along with theΦ and
Ψ dihedrals used in the Ramachandran plot are shown. (B) Free energy
landscape of alanine dipeptide as a function of the Φ and Ψ dihedrals
produced via umbrella sampling. The isoline separation is of 1.0 kcal/mol.
Both C7eq and C7ax minima are connected by three different pathways
denoted with three different colors (black, red, and blue). (C) Stick
representation of the two metastable conformers C7eq and C7ax (heavy
atoms only).
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radius of 12 Å for both Coulomb and van der Waals poten-
tials. A 2 fs time step was used, and covalent-bond lengths in-
volving hydrogen atoms were constrained using the SHAKE
algorithm.48

Undocking experiments were performed by means of steered
MD. The pulling variable was the distance between the center of
mass of the residues belonging to the binding site of the protein
and the center of mass of the ligand (see Supporting Information,
Figure S2 for a pictorial view of the binding pocket). The pulling
parameters (spring constant, pulling velocity, and maximum ex-
tension)were determined by performing different trial simulations
in different conditions and by comparing the calculated work
values. In particular, 12 steered MD runs were performed using a
spring constant of 10, 100, 1000 kcal/(mol 3Å

2) and pulling
velocities of 0.5, 0.2, 0.1, and 0.01 Å/ps. In the end, a spring con-
stant of 100 kcal/(mol 3Å

2) alongwith a pulling velocity of 0.01Å/ps
were chosen, since they provided the lowest work values in stiff
spring regime. The target distance for the steered MD simula-
tions was chosen to be 22 Å. This is because preliminary runs
showed that, at this distance, the ligand was completely detached
from the target (Supporting Information, Figure S3). Moreover,
this pulling velocity was shown not to irreversibly disrupt the
secondary structure (Supporting Information, Figure S4).

’RESULTS AND DISCUSSION

The content of this section is here briefly outlined. First, the
postprocessing technique was tested on a set of steered MD runs
using alanine dipeptide in vacuum.This is a widely used test case for
benchmarking variousMD-based simulation techniques. Then, the
procedure was applied to the pharmacologically relevant complex
(R)-roscovitine/CDK5, which is currently being investigated in the
search for novel drug candidates to treat Alzheimer’s disease.
Alanine Dipeptide.Our prototypical case study is the alanine

dipeptide in vacuum (see Figure 3A), a system widely used as a
benchmark for enhanced sampling schemes.15,16,49�52 Alanine
dipeptide, in a lower dimension, recapitulates most of the fea-
tures that are relevant to the free energy landscape of ligand�
protein recognition and binding. In particular, it displays two
minima: a wider basin that can resemble a ligand in the bulk of
the solvent, and a much narrower basin that can be similar to a
ligand�protein complex. These two minima are connected by
multiple reactive pathways with sizable free energy barriers (see
Figure 3B). The two main metastable states are usually denoted
as C7eq and C7ax (see Figure 3C), and the transition from one to
the other is generally represented in terms of the dihedral angles
phi (Φ) and psi (Ψ) (Figure 3A and B). Due to the periodic
nature of these descriptors, three distinct pathways connect C7eq

to C7ax, and two different free energy barriers can be identified
(8.5 and 10.5 kcal/mol; see Figure 3B). Furthermore, alanine
dipeptide represents an ideal test case since it allows steered MD
to be performed in a fully reversible work regime. This situation is
highly desirable as it allows us to minimize the effects of energy
dissipation. In contrast, protein�ligand unbinding processes
display a large number of degrees of freedom that are only partly
orthogonal to the pulling direction, thus showing a much larger
relaxation time. As a result, one usually observes a significant
increase in the amount of dissipative work, with respect to the
alanine dipeptide case study, and the distribution of work values
is broader.
Alanine dipeptide was initially investigated by simple MD,

which allowed us to generate an ensemble of starting structures in

C7eq basin to be used for subsequent steered MD runs. MSD
was then used (see Methods Section) as the steering variable s to
drive the system from C7eq to C7ax within the targeted MD
framework.53 About 500 simulations were carried out starting
from initial configurations to provide a fairly large initial data set
of trajectories for building a robust statistics for all three path-
ways. Since each of the possible paths from C7eq to C7ax may start
from a different point in the C7eq basin (Figure 4), the trajectories
displayed variable length. To consistently compare them, the
steered MD of the shorter trajectories was elongated in a back-
ward direction to cover the same MSD range (overall 2.8 Å2) as
the longest one. These additional steered MD trajectories are
represented by red arrows in Figure 4. This allowed us to produce
a set of mechanical response profiles spanning homogeneously
from 0.0 to 2.8 Å2, corresponding to the C7ax and C7eq confor-
mation, respectively. The ensuing profiles covered all three pos-
sible pathways from C7eq to C7ax. Of these, we considered just 60
work profiles (20 for each pathway) to minimize redundancy
within the set. We could thus check the ability of our postproces-
sing tool to detect the structural features relevant to each reactive
pathway and control the reliability of the results. This was pos-
sible because structural differences along the C7eq�C7ax transi-
tion path are well-known and can easily be traced within the
Ramachandran plot.54

The work profiles were then used to compute distance matrices
along the path (see Methods Section and Figures 1 and 2). The
window size Δ was set to 0.80 Å2 in MSD space. This value was
chosen by visually inspecting the mechanical response profiles and
selecting the MSD interval in which sizable structural motions
occurred. A series of matrices (dnm(s,Δ)) was generated by cal-
culating pair-wise distances between two work profiles (in the
LMR space) from amaximum of 2.80 Å2 to a minimum of 0.04 Å2

by steps of 0.28 Å2 (roughly equal to Δ/3). These matrices were
then processed by theMDS technique, as reported in theMethods
Section. Here, a single dimension was sufficient. This is because
additional dimensions did not significantly reduce the difference
between the reduced and the full dimensionality distancematrices.
Figure 5A shows the projections of the steeredMD trajectories

over the Ramachandran plot. One representative path for each
family is highlighted with different symbols and color codes.
From the plot, it is evident that path 3 (blue path) started
very close to path 2 (red path) in the upper left corner (around
Φ ≈ �2.0 andΨ ≈ 3.1 in Figure 5A). By crossing the periodic
image, it joined path 1 (black path) at Φ ≈ �1.0 and Ψ ≈ 0.0,
finally ending up in C7ax. This sequence of events is fully

Figure 4. A sketch of the extension procedure adopted for the steered
MD experiments in alanine dipeptide. The starting ensemble is repre-
sented in orange (C7eq), while the targeted ensemble is in green (C7ax).
The starting configurations may assume different positions in the MSD
variable. So as not to be limited by the shortest pulling experiment (black
arrows), the pulling was extended to the highest MSD value occurring in
the equilibrium ensemble (red arrows).
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represented in the LMR-MDS of Figure 5B: path 2 and path 3
initially overlapped, and at MSD≈ 1.00 Å2, path 3 joined path 1.
We performed the same analysis using a Cartesian-MDS. It is

important to note here that the comparison between Cartesian

and LMR spaces is instrumental in verifying the connection
between structural features and mechanical response. Addition-
ally, we can test the ability of the MDS algorithm to reproduce
multidimensional topologies without introducing aberrations in
the context of molecular simulations.
In the Cartesian-MDS (Figure 5C), we observed a very similar

pattern of events and a remarkably similar distinction in the three
pathways. This strengthened our hypothesis that local mechan-
ical response analysis can point to different structural features
along several dynamical paths. Indeed, LMR-MDS enhances the
distance in those points where the difference in terms of mean
force is higher. In our example, two different downhill access
routes to C7eq in the mean force space (Figure 5B) emerged as
two distinct routes, even though their structures were similar at
low MSD values, as reported in Figure 5C. Furthermore, small
distances in LMR could recognize two paths as identical, even
though they may display different structural features (around
1.0 Å2 in the MSD space).
In summary, although LMR-MDS does not produce an

identical representation to that of Cartesian-MDS, it can convey
the same information in terms of pathway topology. This implies
that the raw information from the mechanical response contains
relevant details of the structural rearrangement acting on the
system. This could be of paramount importance for drug design.
By reverting this procedure, one can postprocess the raw infor-
mation contained in the work profiles so as to highlight different
classes of unbinding pathways, which should point to different
structural features.
In fact, in contrast with the alanine dipeptide case study,

ligand�protein systems usually show a complex and dynamical
network of interactions. This is because the atoms involved in the
exiting pathway change along the route. As such, the structural
clustering of the ligand alonemay not provide enough information
about the unbinding mechanism (see Supporting Information,
Figure S5 for a Cartesian-MDS for ligand�protein unbinding
case). Therefore, we suggest that LMR (an atom-independent
observable) could be exploited to point to structural differences
between trajectories for complex undocking studies.
(R)-roscovitine/CDK5 Complex. Our protocol was then ap-

plied to the cyclin-dependent kinase 5 (CDK5) in complex with
the inhibitor (R)-roscovitine.CDK5 is an important kinase protein
that regulates various processes in developing adult neurons. It is
associated with several neural functions.55�58 Increased CDK5
activity has been implicated in certain neural disorders,59�61 in-
cluding Alzheimer’s disease.59 For these reasons, we chose the
(R)-roscovitine/CDK5 complex as a pharmaceutically relevant
system for the application of our postprocessing technique.
Fifty steered MD runs were performed, using as a steering

coordinate the distance between the center of mass of the CDK5
binding site (the backbone heavy atoms of the residue repre-
sented in cyan in Figure 6) and the center of mass of the ligand
(see Methods Section and Figure 6). The data set of 50 work
profiles was then postprocessed using the LMR-MDS analysis
described above. In the distance range 8�22 Å, a window size Δ
of 1.5 Å and a shift factor of 0.5 Å were used to generate the
matrices for MDS. As with previous calculations, a monodimen-
sional MDS was sufficient to obtain an acceptable error in the
reduced representation. In Figure 7, we show the MDS position
of the points as a function of the steering coordinate. All the
members in Figure 7 are color-coded according to the difference
of calculated work in the considered interval Δ (see the caption
of Figure 7 for further details). In particular, all the trajectories

Figure 5. Analysis of alanine dipeptide trajectories. Projections of the
steered MD trajectories on the Ramachandran plot (A), LMR-MDS
as a function of the steering coordinate (B), and Cartesian-MDS as a
function of the steering coordinate (C). Arbitrary units are used for the
ordinate in the MDS representation because the coordinates from the
MDS representations are fictitious. To guide the eye, in all plots, single
representative trajectories for each of the three pathways are shown in
black, red, and blue.
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seemed to follow a similar stream, and the work exerted to pull
the ligand out of the pocket was primarily spent in the early stages
of the unbinding process (red dots at low pulling distance in
Figure 7).
In the initial structure of the complex, the NH group of Cys83

donated a H-bond to the purine nitrogen in position seven of the
ligand, whereas nitrogen of benzylamino group acted as anH-bond
donor to the main chain oxygen of Cys83 (Supporting Informa-
tion, Figure S2 and Figures 6B and 8A). The chiral hydroxyethyl
substituent of (R)-roscovitine interacted with Gln130 via H-bond,
while the ethyl group engaged two hydrophobic interactions with
Ile10 and Val18. The bulky benzyl substituent protruded into a
hydrophobic pocket lined by Ile10 and Phe82 and toward the bulk
of the solvent.41

During the steered MD simulations, we first observed that the
interactions of the ligand with Cys83 could be lost by rotating the
purine ring toward the glycine-rich loop so as to disrupt the
H-bond with the protein backbone in the initial stage of un-
binding. By color coding the ligand configuration according to
the LMR values (see Figure 8C), we realized that this particular
rotation was associated with a lower LMR, as compared to those
trajectories that retained these tight interactions in the early un-
binding stage. This rupture was compensated for by the forma-
tion of H-bonds between the hydroxyethylamine group of (R)-
roscovitine and the backbone oxygens of different residues (i.e.,
Ile10, Glu12, Gln130, and Asp86), depending on the generated
unbinding trajectories.Moreover, the oxygen of the hydroxyethyl
group was found to H-bond with Lys89, Gln85, and Gln130.

Figure 6. Three-dimensional structure of the CDK5 binding pocket bound with (R)-roscovitine inhibitor. (A) The hinge region is highlighted in green,
while the glycine-rich binding loop is highlighted in orange. (R)-roscovitine (stick representation) is highlighted in a C-yellow, O-red, N-blue, and
H-white color scheme. The part of the binding pocket highlighted in cyan comprises all the atoms used in defining the pulling variable. The black arrow
approximately indicates the steering direction. A 2D sketch of the interactions occurring between (R)-roscovitine and CDK5 at the initial step of the
steering procedure is also reported (B) and was produced using PoseView.65

Figure 7. MDS representation of the LMR plotted against the steering coordinate obtained from the (R)-roscovitine/CDK5 system. The work curves
are shown according to a BWR color scheme, where the color of each MDS point reflects the work difference within Δ size interval. Labels refer to
particular points corresponding to frames selected along the steering variable, which have been analyzed further.
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Here too, the residues that interacted with roscovitine depended
on the unbinding trajectories being investigated.
Conversely, we detected higher LMR values at the initial stage

whenever the interactions with Cys83 were retained for a longer
time. In this case, the ligand was found not to rotate but to favor
a closer interaction with the hinge region. Here, the hydrogen
donor of the benzylamine group interacted with Asp84, while
charged nitrogen of Lys20 could form a cation�π interaction
with the benzyl substituent of (R)-roscovitine. Additionally, the
phenyl ring of the Phe82 was found to occasionally form
T-stacking interactions with the benzyl substituent. On the other
side, the H-bond interaction, between the hydroxyethyl group
and the backbone oxygen of Gln130, was lost and replaced by
new temporary polar interactions with the side chain of Asp86
(see Figure 8C) or backbone oxygen of Ile10 (depending on the
trajectory). By coloring the ligand according to the LMRs values
and aligning the configurations corresponding to a given dis-
tance, we produced an intuitive description of the energetics
involved in the various interactions between the ligand and the
target (Supporting Information, Figure S6 for an enhanced
version of the picture).
In a later stage of the unbinding process, while the ligand

approached the solvent, the amount of work decreased (blue dots
at high pulling distance in Figure 7 and blue lines for conforma-
tions in Figure 8E and F) due to unspecific solvent interactions.
Then, we analyzed in depth the outlier configurations, which

were labeled with red circles in Figure 7. These corresponded to
values of extremely low or high LMR with respect to the central
stream of the trajectories. According to our hypothesis, these
outliers in the LMR space should correspond to peculiar con-
formations, showing specific (de)stabilizing contributions to
the unbinding process that would otherwise be overlooked. As
expected, most of the structurally relevant outliers were observed
at small distance values, when the ligand started to move out of
the protein entrance.
At a distance of 8.00 Å, the point labeled with A (see Figures 7

and 9) was characterized by a significantly well-directed H-bond
pattern with Cys83. This is in agreement with the fact that

removing such a well-directed H-bond network has a large
energetic cost. At a subsequent stage, the formation of anH-bond
with Cys83 and the coincidental interaction of hydroxyethyla-
mine with Asp86 were detected (point B in Figure 7 and
Figure 9). This seemed plausible since the formation of this
interaction induced a rotation of the ligand that could more
tightly interact with the pocket, thus preventing the unbinding
from taking place. Conversely, a relevant decrease of LMR
seemed to be associated with a conformational rearrangement
in the hinge region of the protein (see point C in Figures 7 and
9). This could be ascribed to steering induced protein deforma-
tion, which facilitated the ligand unbinding. This highlights an
additional feature of our postprocessing approach, namely the
possibility of detecting the mechanical response of both the
protein and the ligand, thus highlighting the induced rearrange-
ment that occurs upon ligand unbinding.
To prove this, we repeated an identical simulation by applying

an RMSD harmonic restraint on those residues involved in
such rearrangements on the protein backbone. In this way, the
decrease of LMR was not observed anymore, and the trajectory
displayed a profile very similar to the one observed in the
majority of cases (Supporting Information, Figure S7).
Similarly, the point denoted with D was characterized by a

remarkably low LMR with respect to the majority of the
trajectories. This seemed to be connected to the favorable
pattern of release of the ligand, which lost the interaction with
Cys83 and favored the interaction with Asp86 toward the
glycine-rich loop.
Proceeding further, at a distance of 11 Å, two contrasting

binding patterns emerged (see points E and F in Figures 7 and 9).
These were characterized not only by a distinct pattern in the
ligand�protein interactions but also by a sizable and opposite
rearrangement of the hinge region of the protein.
Finally, while moving toward the solvent, several residual

possible interactions were still detectable and sizable (see point
G in Figures 7 and 9).
From a drug design perspective, it is potentially important to

identify the outliers using local mechanical response analysis.

Figure 8. Representative snapshot of the exit route of the ligand from the binding pocket. The ligands represented in stick correspond to the central
pose along the MDS coordinate in Figure 7. The thin lines represent the heavy atoms of the ligand, colored according the LMRmeasured and displayed
in Figure 7.
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This is because it allows for: (i) the identification of the most
relevant structural features responsible for ligand recognition and
binding; and (ii) the identification of the key interactions that can
be exploited to address chemical modifications aimed at improv-
ing the ligand affinity for both its biological counterpart and
residence time.11 In practice, this could be achieved by selectively
suppressing the low LMR pathways and enhancing the high
LMR pathways through specific modifications on the scaffold of
the drug.
A crucial aspect of this work is that MDS representations of

LMR allow us to group together trajectories that display an
analogous mechanical response along the unbinding pathway.
This is of great help in focusing the structural analysis on a limited
number of representative configurations, which can be crucial
when large statistics of trajectories are produced. Additionally,
the analysis of outliers in LMR can further strengthen the hypo-
thesis of specific unbinding mechanisms, thus saving a large
amount of work in terms of human time. Although the robust-
ness of the results can be improved by increasing the statistics, we
have here shown that even a limited statistics of unbinding events
can lead to important structural insights.
Moreover, while for this case the use of one single MSD

dimension was sufficient, additional dimensionsmay provide an a
further source of flexibility helping to track different exit routes
displaying a different mechanical signature.

’CONCLUSIONS

In this work, we developed a postprocessing tool for out-of-
equilibrium steered MD simulations to identify distinctive

structural features of particular relevance for a specific biological
event. Steered MD is nowadays becoming very attractive. Many
MD programs now include native routines to perform it.36,62 It
can also be made available through external plugins.38 One of the
major limitations to a wide application of steered MD for proper
free energy difference calculations is related to the applicability of
the Jarzynski equation, which requires huge computational re-
sources for realistic cases. This is prohibitive in the drug design
field, where a major trade-off between speed and accuracy is
usually required. We have here shown that very useful structural
information can be retrieved from a relatively small statistics
of pulling trajectories obtained in a non-quasistatic regime. In
particular, in the alanine dipeptide case study, the structural
features observed and the topological differences in paths have a
clear correspondence in themechanical response of the system to
the external pulling force. The conformational transition of the
alanine dipeptide is relevant because of the following points: (i)
alanine dipeptide can exist in two well-defined energy minima;
(ii) three different paths connect the twominima; (iii) the transi-
tions among minima are usually affected by a very low dissipative
work; and (iv) the representation of the conformational transi-
tion in the local mechanical space can be straightly converted into
a transition in the Cartesian space. Remarkably, while points (i)
and (ii) also apply directly to a ligand�protein unbinding, (iii)
and (iv) do not. In fact, the ligand unbinding from a protein via
steered MD experiences a non-negligible dissipative work, and
local mechanical space cannot be directly transformed into a
Cartesian space. This is because the protein atoms involved in the
unbinding change along the reactive path. Despite this, local

Figure 9. Structural features of the configurations corresponding to the outliers in LMR. The structures highlighted with letters correspond to the circles
in Figure 7.
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mechanical response can still be very informative from a struc-
tural standpoint, as we have here demonstrated by investigating
biological systems of increasing complexity. Our second case
study was the unbinding of (R)-roscovitine from CDK5. Here,
the steering coordinate was intentionally chosen to be of general
applicability, with the consequent increase in the dissipative
work. Nevertheless, even in this regime, many structural details
could be obtained. Additionally, from a drug design standpoint,
such an approach could also be used in discriminating the
understanding of the energetic relationships among alternative
docking poses. By adding the nontrivial step of the mechanical
response pattern analysis, it could be possible to discriminate
those poses that, bringing completely different pathways, are
structurally and energetically more or less stable than others.

In conclusion, we have shown that the analysis of the local
mechanical response of the system to a forced unbinding can be
very informative with respect to the unbinding process itself.
Moreover, from a drug design standpoint, it captures the relevant
structural events that can be directly exploited to design novel
ligands with a potentially increased affinity for and residence time
at the biological counterpart. In addition, a large amount of work
in terms of human time is saved. This is because researchers need
to analyze only the most promising regions where structural
dissimilarities are evidenced byMDS. Although the quality of the
results can be improved by increasing the statistics, we have
shown here that even limited statistics can lead to important
insights, which complement a more computationally demanding
accurate free energy calculation. In our opinion, this is remarkably
important because, as more computer power becomes available
and more extended MD studies become possible,63 new analysis
techniques29�31 as well as new data selection strategies must be
devised to optimize storage usage and human effort by directing
the action to a smaller but more relevant set of data drawn from a
consistent statistics. Additionally, such approach is not limited to
ligand�protein binding problems but can be directly applied in
simulations of single-molecule force spectroscopy experiments.64
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ABSTRACT:GROMOS++ is a set of C++ programs for pre- and postprocessing of molecular dynamics simulation trajectories and
as such is part of theGROningenMOlecular Simulation software for (bio)molecular simulation. It contains more than 70 programs
that can be used to prepare data for the production of molecular simulation trajectories and to analyze these. These programs are
reviewed and the various structural, dynamic, and thermodynamic quantities that can be analyzed using time series, correlation
functions, and distributions are described together with technical aspects of their implementation in GROMOS. A few examples of
the use of GROMOS++ for the analysis of MD trajectories are given. A full list of all GROMOS++ programs, together with an
indication of their capabilities, is given in the Appendix.

1. INTRODUCTION

Over the past decades, classical simulation of the dynamics of
(bio)molecules in aqueous solution, in crystalline form, or
embedded in a lipid membrane has found widespread use in
physicochemical, biochemical, andmolecular biological research.1�5

This has become possible through the availability of a number of
general software packages for (bio)molecular simulation, such as
AMBER,6 CHARMM,7 Desmond,8 GROMACS,9 GROMOS,10

IMPACT,11 MOLARIS,12,13 NAMD,14 and TINKER,15 and the
development of (bio)molecular force fields,16 e.g., AMBER,17

CHARMM,18�25 ECEPP,26 ENCAD,27 CFF,28 GROMOS,29�35

and OPLS.36,37 These simulation software packages generally
contain a number of functions that can be used to analyze the
atomic trajectories produced in a molecular dynamics (MD)
simulation in terms of time series, correlation functions, or
trajectory averages of quantities of interest. The set of different
quantities that can be analyzed and the computational proce-
dures involved differ between the various simulation packages
and are generally scarcely described in the literature. This renders
a great deal of research articles irreproducible because the details
of the calculations cannot be recovered. Here we present the
variety of functions to analyze MD (bio)molecular simulation
trajectories that are part of the GROMOS software for (bio)-
molecular simulation.10,38�42

The GROMOS software is written in C++ and comprises two
major parts: (1) MD++, the programs that can be used to perform
energy minimization, MD, or stochastic dynamics (SD) simula-
tions, and (2) GROMOS++, the programs that can be used for
preprocessing (bio)molecular data prior to a simulation and for
postprocessing the trajectories, coordinates, velocities, energies, etc.
produced by anMD simulation. The postprocessing functions, in
particular, could also be used to analyze (bio)molecular

trajectories generated using (bio)molecular simulation soft-
ware other than GROMOS. Therefore, we only briefly review
the preprocessing capabilities of GROMOS++ and describe
the postprocessing analysis functions in more detail.

The architecture, implementation, and parallelization of the
GROMOS software is reported elsewhere,39 while the analysis
functions that can be used for the analysis of NMR spectroscopic
and X-ray and neutron diffraction data are described in ref 42 in
conjunction with their use in MD simulation based on such data.
Since GROMOS++ is written in an object-oriented manner, new
functionality is easily implemented.

2. TRAJECTORY QUANTITIES AND BASIC TYPES OF
ANALYSIS

A simulation trajectory, which allows the calculation of many
different properties of the simulated system, is primary data for a
computer simulation scientist. Although the simulation programs
of MD++ perform the main task of generating such simulation
trajectories, an appropriate setup of a simulation and analysis of the
trajectories are just as important as the simulation itself.

In this section the preprocessing of data required by a
molecular simulation is outlined, followed by a discussion of
the different types of simulation trajectories that are used for
analysis in combination with the GROMOS++ programs. A
description of the different types of analysis is given, including
technicalities such as the treatment of periodic boundary condi-
tions or the atom, vector and property specifiers implemented in
GROMOS++.

Received: May 31, 2011



3380 dx.doi.org/10.1021/ct2003622 |J. Chem. Theory Comput. 2011, 7, 3379–3390

Journal of Chemical Theory and Computation ARTICLE

There are three questions to be answered at the beginning of
each molecular simulation: (1) What is the chemical structure of
the system to be simulated, i.e. the number and types of elements,
atoms, particles, and their connectivity? (2) Which force field,
containing the parameters to model the interactions in the system
based on physical theories and approximations, is to be used? (3)
How is the interface with the surroundings of the molecular system
to be modeled? The answers to the first two questions allow a
system to be set up for MD simulation using the sequence of steps
specified in Table 1. A short description of the functionality of each
program is given in Table A1 of the Appendix. A more detailed
description can be found in theGROMOSmanual or the electronic
code documentation of GROMOS++.
2.1. TypesofTrajectory InformationHandledbyGROMOS++.

A simulation trajectory is completely characterized by the time
series of the particle coordinates and velocities, from which a
variety of quantities can be calculated. However, it is efficient to
also have the possibility to save forces on the particles or
energetic quantities of particular sets of atoms during an MD
simulation, because the calculation of these types of quantities is
computationally expensive and should not have to be repeated
while postprocessingMD simulation data. Depending on the input
parameters, the GROMOS MD++ simulation program regularly
writes specific information about the system to the corresponding
trajectory file. The time interval between saved configurations
should be small enough to obtain sufficient configurations for
averaging, but it is generally chosen to be much larger than the
MD time step in order to avoid storage of correlated data,
unless, of course, the short-time correlations happen to be of
interest. Depending on the desired quantity to be calculated, a
postprocessing program of GROMOS++ reads one or multi-
ple simulation trajectory files of a specific type to compute
various other, more complex quantities. GROMOS++ pro-
vides more than 70 programs (see the Appendix) ready to be
used for pre- and postprocessing of molecular simulations.

The following is an overview of four different types of
GROMOS simulation trajectories handled by GROMOS++.
The focus is on the information content of each simulation
trajectory type and not on its use for analysis. The latter should be
clear after reading the sections below.
Positions and Velocities. These simulation trajectory files

contain—besides the time information, i.e., current integration
time step and simulated time—the three-dimensional, Cartesian
atom positions and atom velocities. Additionally, the box size is
indicated for every configuration of the trajectory. Information
such as atom names and connectivities is generally omitted but
can easily be recovered with help of the corresponding molecular
topology file based on the GROMOS rule that the sequence of
atoms is identical in both files.
Forces. The force trajectory file is similar to the position and

velocity trajectory files. It stores atomic Cartesian forces includ-
ing those induced by application of constraints on the system,
typically using SHAKE.43

Energies. Besides the time step information, energy trajec-
tories consist of two main parts, the first being the total energy of
the system and its components: kinetic and potential energies,
bonded and nonbonded contributions, lattice-sum terms, self-
polarization contributions when using a polarizable force field,
and special energy terms, e.g., those arising from solvent acces-
sible surface area (SASA) implicit solvent simulations,44 from
diverse restraining functions, or from enveloping distribution
sampling (EDS) simulations.41 Moreover, it contains kinetic
energies for the different sets of atoms that are coupled to a
thermal bath as well as the bonded, nonbonded, and special
energy contributions of each so-called energy group (predefined
in theMD++ input file). The second part of the energy trajectory
contains information about the mass, the box dimensions, the
temperature, and the pressure of the simulated system. Some
properties are stored in a 3 � 3 tensor format, namely, the
pressure, the virial, and the molecular kinetic energy. These data
can also be stored as block averages.
Free Energy Data. A free energy trajectory contains the same

terms of the Hamiltonian as the energy trajectory described above,
but as derivatives with respect to the coupling parameter λ. Such an
approach is usually credited to Kirkwood,45 who used it to derive
expressions for the chemical potential of components of mixtures.
The λ-dependence is useful for the calculation of relative free
energy differences, ΔF, e.g. via thermodynamic integration (TI),

ΔF ¼ FðλBÞ � FðλAÞ ¼
Z λB

λA

∂HðλÞ
∂λ

� �
λ

dλ ð1Þ

where the HamiltonianH describes different systems or states of a
system as a function of λ.
2.2. Types of Analysis. GROMOS++ contains a number of

programs that can be used in different combinations for the calcula-
tion of a variety of quantities. The majority of these programs belong
to one of the following groups, depending on the type of analysis they
perform: time series, distributions, or time correlation functions.
Time series can be calculated for a variety of scalar or vector

quantities Q(t) or Q(t), respectively, which are defined in terms
of Cartesian atomic coordinates or velocities. Examples of such
quantities are bond angles or torsional dihedral angles or vectors
defined by atoms in the molecule, inner and outer products of
such vectors, etc. GROMOS++ is able to write time series for
such quantities based on position or velocity trajectories. By
using energy or free energy trajectories it is possible to generate

Table 1. Preparation of a Molecular System for an MD
Simulation

program action

make_top

com_top

build a molecular topology file holding all the parameters

and specifications that characterize the

molecular system

pdb2g96 converts solute coordinates in Protein Data Bank (PDB)

format to GROMOS format

gch generates hydrogen coordinates based

on geometric criteria

MD++ minimizes the intermolecular solute energy to remove

possible strain from the solute

ran_box generates the coordinates for a box with solvent mole-

cules in GROMOS format

sim_box puts the solute into a solvent box of appropriate size and

removes all solvent molecules that show a given

spatial overlap with solute atoms

MD++ minimizes the system energy while the

solute is kept positionally restrained

to remove high-energy intermolecular contacts

ion replaces solvent molecules by ions in

order to neutralize the Coulomb charge of the

solute or attain a given salt content
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time series of temperatures, densities, or energetic properties in a
straightforward manner.
Distributions of a quantity Q can be calculated using GRO-

MOS++. Normalization allows for the computation of probabil-
ities P(Q), while the average ÆQæt and the mean-square
fluctuation ΔQ2 are accessible as the first and second moment
of the distribution,

ΔQ 2 ¼ ÆðQ � ÆQ ætÞ2æt ð2Þ
Time correlation functions CQ(t) or CQ(t) are defined as

CQ ðtÞ ¼ Æf ðQ iðt0Þ,Q jðt0 þ tÞÞæt0
¼ ðtMD � tÞ�1

Z
0

tMD � t

f ðQ iðt0Þ,Q jðt0 þ tÞÞ dt0

ð3Þ
The function fmay be a simple multiplication of the two quantities
Q i(t0) and Q j(t0 + t), but GROMOS++ allows a user-specified
definition of this function. CQ(t) is defined in the same way, but
depends on the vector quantities Q i(t) and Q j(t0 + t) instead of
Q i(t0) and Q j(t0 + t). If i = j, the correlation function is an
autocorrelation function, while for other cases it is a cross-correla-
tion function. The calculation of Q i and Q j from a trajectory is
usually done forNt discrete, equally spaced time points tn= nΔtwith
n = 0, 1, ..., Nt � 1. The discrete equivalent of eq 3 is then

CQ ðnΔtÞ ¼ ðNt � nÞ�1 ∑
Nt � n � 1

k¼ 0
f ðQ iðkΔtÞ,Q jððk þ nÞΔtÞÞ

ð4Þ
If f(Q i(t0),Q j(t0 + t)) = Q i(t0)Q j(t0 + t), GROMOS++ makes
use of fast Fourier transforms instead of the more time-
consuming summation algorithm.
2.3. Superposition of Molecular Structures. Molecules

tumble in space during a molecular simulation. This is exactly
what they should do when in the liquid phase. However, if this
overall motion of the solute is of no interest, GROMOS++
programs can perform an alignment of the configuration of one
or multiple molecules against a reference configuration or
structure, e.g. the programs rmsd and rmsf; see the Appendix.
This alignment is carried out by first superimposing the centers
of mass of a defined set of atoms in each configuration, followed
by a rotational fit with respect to this subset of molecular atom
positions. This superposition of pairs of structures is done
automatically when running the programs for which it is re-
quired, while the atoms and the reference structure to be used for
the superpositioning can be specified by the user.
2.4. Spatial Boundary Conditions andGathering.Cartesian

position trajectories generated using (periodic) boundary con-
ditions with the following box shapes can be handled by
GROMOS++: vacuum, rectangular, truncated octahedron, and
triclinic. Due to the periodicity of the nonvacuum boundary
conditions, the trajectory coordinates of molecules or groups of
atoms may be such that covalent bonds are broken; i.e., the
nearest image of an atom may not be the one saved in the
trajectory file. Before calculating interatomic quantities such as
bond lengths, bond angles, torsional dihedral angles, etc., GRO-
MOS++ offers the possibility to select the nearest-image position
with respect to a reference position, i.e., to gather a trajectory
before the analysis. The different gathering methods that may be
chosen by the user are listed in Table 2.

2.5. Atom, Vector, and Property Specifiers. The more
specific the analysis of a simulation, the higher the requirements
with respect to the flexibility of the corresponding analysis tool.
GROMOS++makes use of three specifiers to define the quantity
to be calculated as precisely and compactly as possible while a
high level of flexibility is kept. All three specifiers are passed to the
program as input parameters.
Atom specifiers offer a flexible way to access specific atoms of a

system. It is even possible to specify atoms that are not present in
the trajectory or molecular topology file, so-called virtual atoms,
e.g. hydrogen atoms of a united CHx atom, or common proper-
ties of a group of atoms, such as the center of geometry or the
center of mass. Atom specifiers are of the format

<molecule>:<atoms1>½,<atoms2>, :::, <atomsN>�
where <molecule> is the molecule number and <atoms> is one
or more atoms defined in one of the following ways: the atom
number within the molecule <molecule>, the atom name, or the
residue and atom, both specified either by its number or name.
Virtual atoms are accessed via their type and the atoms needed to
construct the defined virtual atom type. For example a (virtual)
aromatic hydrogen atom position is generated by the three neigh-
boring CH1 united atom positions, based on geometric criteria.46

A more complicated selection of atoms is accessed using the
options “?”, minus(<atom specifier>), and not(<atom
specifier). The wild card “?” is used to specify groups of atoms
with similar atom names, e.g. all carbon atoms (CA, CB,
CG,...) of a protein:

1:C?

minus(<atom specifier>) and not(<atom specifier>) both
specify atoms not to be selected. The option minus(<atom
specifier>) allows atoms to be added later on, while not-
(<atom specifier>) definitely removes the specified atoms
from the selection. The following three examples all specify
all CA atoms of odd numbered residues of a 10 amino acid
peptide:

1:resð1,3,5,7,9:CAÞ
1:CA minusð1:resð2,4,6,8,10:CAÞÞ
notð1:resð2,4,6,8,10:CAÞÞ 1:CA

Table 2. Handling of Periodic Boundary Conditions

method action

nog no gathering

glist gathering with respect to a list of atom pairs

gtime gathering with respect to the previous configuration

of the trajectory

gref gathering with respect to a reference structure or

configuration of atoms

gltime gather the first configuration of the trajectory based on a list

of atoms and the following configurations with

respect to the previous configuration

grtime gather the first configuration of the trajectory based on a

reference configuration and the following configurations

with respect to the previous configuration

gbond gathering based on the bond connectivities of the solute
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It is also possible to read atom specifiers from a file, e.g. written
by the program atominfo, using the atom specifier file(<file
name>).
Property Specifiers. Some GROMOS++ programs are able to

read a property specifier, a helpful tool to describe the quantity to
be calculated. The syntax for the property specifier is

<type>%<arg>

with <type> defining the property and <arg> an atom or
vector specifier providing the necessary information to calcu-
late the desired quantity. Vector specifiers are described
below. The different types of property specifiers are given in
Table 3. The expression type, expr, is a specifier itself with the
following syntax:

expr%<f1>ð<args1>Þ<op><f2>ð<args2>Þ
where <op> is an arithmetic or logical operator, while <f1> and
<f2> are functions with the corresponding scalar or vector
arguments, <arg1> or <arg2>, depending on the nature of the
function. The following functions are supported: sin, cos, tan, asin,
acos, atan, abs (the norm of a scalar or vector), sqrt, abs2 (the
squared norm of a vector), dot, cross, or ni (nearest image).
Vector Specifiers. Property and expression specifiers may be

defined as a function of one or more vectors. In GROMOS++, a
vector can be specified by its three-dimensional Cartesian
coordinates

cartð<x>; <y>; <z>Þ
or in polar coordinates

polarð<r>; <α>; <β>Þ
with r being the length of the vector and α, β the two angles to
orient the vector in space. In addition, the Cartesian coordinates
of atoms may be used to specify a vector.

atomð<atom specifier>Þ
refers to the coordinates of the atom defined by an atom specifier.
If the atom specifier holds two atoms, the vector is specified
pointing from the first to the second atom.
2.6. Input/Output Formats. All GROMOS++ programs are

called from the command line, taking the necessary additional
information as command line arguments. A usual program call
looks like

program@<flag1><arg1>½@<flag2><arg2>

:::@<flagN><argN>�

The different arguments may also be collected in a single input
file. The program call then looks like

program @f file

Since GROMOS++ is used for pre- and postprocessing of
molecular simulations, its input and output functionality is
complex. Input flags and arguments may point to files of
various formats (e.g., topology files, simulation trajectories,
NOE bound specifications) that are described in more detail
in the GROMOS manual. However, GROMOS++ usually
writes its output to the standard output, which may be
directed into a text file.
The reading and writing of coordinate files (single configura-

tion or trajectories) is often done and is therefore optimized:
compressed trajectory files can be read directly and are decom-
pressed while reading. Additionally, the writing of coordinate
files may be done in one of the following user specified formats:
standard or reduced GROMOS format, PDB format, and AM-
BER format.
Further, the two argument flags@inG96 and@outG96 ensure

the compatibility with earlier GROMOS versions that read or
write previous file formats.
2.7. Physical Units. Physical constants define the units used in

GROMOS and are therefore not hard coded in GROMOS++. If
a topology file is given, the physical constants and their units are
derived from the following four physical constants, defined in the
molecular topology file: Boltzmann’s constant, Planck’s constant,
the electric permittivity of vacuum, and the speed of light.
Analyses carried out without the information of a molecular
topology file use physical constants that are initialized to defaults
while printing a warning.
The GROMOS example files use the following basic units of

the standard international system:
length, nm = 10�9m
mass, u = atomic mass unit
time, ps = 10�12 s
temperature, K
charge, e = electronic charge = 1.602 177 3 � 10�19 C

3. OBSERVABLE AND NONOBSERVABLE QUANTITIES

GROMOS++ consists of more than 70 individual programs
for many different tasks. To describe them all in detail is beyond
the scope of this work. However, we report the calculation of
some structural, dynamic, and thermodynamic quantities, cover-
ing the practically most relevant aspects of the postprocessing
functionalities of GROMOS++. The calculation of experimen-
tally observable and derived quantities is briefly mentioned but
described in more detail elsewhere.42 A complete list of all
current GROMOS++ programs with a short description of each
is found in the Appendix (Tables A1 and A2).
3.1. Structural Quantities. rmsd, rmsf, rgyr.These programs

are mainly developed for the analysis of structural properties
of a peptide or protein, but may also work for other
molecules. The atom positional root-mean-square deviation
(RMSD) between two molecular structures is calculated
according to

RMSDðrNa , rNa
ref Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Na
∑
Na

i¼ 1
ðri � ri, ref Þ2

s
ð5Þ

Table 3. Property Specifiers

specifier property

d the distance between two atoms

a the angle defined by three atoms

t a torsional dihedral angle

hb the presence of hydrogen bonds

st the stacking between two groups of atoms

o the order between two vectors

op the order parameter

pr a pseudorotation

pa the pucker amplitude

expr a quantity defined by an expression property
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where rNa = (r1,r2,...,rNa
) indicates the positions of the atoms, Na

the number of atoms considered, ri the position of atom i in the
first structure, and ri,ref the position of atom i in the second,
reference structure.
The atom positional root-mean-square fluctuation (RMSF) of

an atom i is computed according to

RMSFi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
NT
∑
NT

t¼ 1
ðriðtÞ � ÆriæÞ2

s
ð6Þ

where Æriæ is the time-averaged position of atom i and NT the
number of configurations or time frames in the simulation
trajectory.
In contrast to the RMSD and RMSF functions, which describe

the positional change and mobility of atoms of a molecule, the
radius of gyration (Rgyr) is a measure of the compactness of the
structure. It can be related to light-scattering intensities and is
calculated using the definition

Rgyr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Na
∑
Na

i¼ 1
ðri � RcmÞ2

s
ð7Þ

with

Rcm ¼ 1
M ∑

Na

i¼ 1
miri ð8Þ

and

M ¼ ∑
Na

i¼ 1
mi ð9Þ

in which ri denotes the Cartesian position of atom i, mi its mass,
and Na the number of considered atoms.
sasa. The solvent-accessible surface area can be calculated

as described by Lee and Richerds.47 A spherical probe of given
radius r is rolled over the surface of the solute. The path traced
out by its center is proportional to the solvent-accessible
surface area.
In GROMOS, the radii of the heavy atoms are obtained by

calculating the minimum energy distance of the interaction
between the solute atom and the solvent. This value is reduced
by the specified probe radius r to account for the radius of the
solvent atom.
Alternatively, program sasa_hasel, which contains an implemen-

tation of the algorithm described by Hasel et al.,48 can be used.
dssp. The detection of secondary structure in a protein is

implemented according the rules of Kabsch and Sander.49 An
overview over the different residues with the percentage assigned
to each secondary structure element over the trajectory is
printed, while time series for each secondary structure element
are saved in separate files. It may occur that one residue is
assigned to be part of two secondary structure elements at the
same time. In order to avoid ambiguous assignments, the
following priority rules are applied: β-sheet/bridge > α-helix >
π-helix > 310-helix > hydrogen-bonded turn > bend.
hbond. The occurrence of two-center and three-center hydro-

gen bonds defined using geometric criteria can be monitored
over a trajectory.50 A two-center hydrogen bond is considered to
be present if (1) the position of a hydrogen atomH connected to
a donor atom D is within dHA = 0.25 nm from that of an acceptor
atom A and (2) the D�H�A angle is larger than ADHA = 135�.
Occurrences of three-center hydrogen bonds are defined for a

donor atomD, hydrogen atomH, and two acceptor atoms A1 and
A2, if
(i) the distances H�A1 and H�A2 are smaller than

0.27 nm,
(ii) the angles D�H�A1 and D�H�A2 are larger than 90�,
(iii) the sum of the angles D�H�A1, D�H�A2, and

A1�H�A2 is larger than 340�, and
(iv) the dihedral angle defined by the planes through

the atoms D�A1�A2 and H�A1�A2 is smaller
than 15�.

All distance and angle bounds used in the criteria above
may be changed by the user. If a reference structure is given,
only the hydrogen bonds present in the reference structure
are monitored. Otherwise, all intramolecular and/or inter-
molecular hydrogen bonds between user-specified subsets of
atoms in the system are followed. Averages for the monitored
distances, angles, and occurrences are printed to the standard
output while the corresponding time series are written
to a file.
tser and tcf. Structural quantities defined by a property

specifier, e.g., distances, angles, torsional angles, and more
complex, user-specified structural properties to be calculated
from the atomic coordinates, can be computed as a time series
and/or a (normalized) distribution. The output of the pro-
gram tser may be used for further treatment with the program
tcf, which computes time correlation functions according
to eq 3.
dipole. The molecular electric dipole moment p can be

calculated according to

pNaðrNaÞ ¼ ∑
Na

i¼ 1
qiri ð10Þ

where rNa = (r1,r2,...,rNa
) indicates the atom positions, Na is

the number of atoms considered, qi the charge of atom i, and
ri its Cartesian position. In the case of a total net charge Q
of theNa atoms,Q = q1 + q2 + ... + qNa

6¼ 0, the dipole moment
is dependent on the origin of the coordinate system.
Either a particular origin, i.e., the center of geometry of the
Na atoms,

pNaðrNaÞ ¼ ∑
Na

i¼ 1
qiðri � RcogÞ ð11Þ

with

Rcog ¼ 1
Na
∑
Na

i¼ 1
ri ð12Þ

can be chosen or a uniform background charge of �Q/Na is
added to each atomic charge to make pNa origin independent.
cluster. This program performs a conformational clustering

based on a similarity matrix as calculated by the program
rmsdmat. The clustering algorithm is described by Daura et al.51

Structures with RMSD values smaller than a user specified cutoff
are considered to be structural neighbors. The structure with the
highest number of neighbors is considered to be the central
member of the cluster of similar structures forming a conforma-
tion. After removing all structures belonging to this first cluster,
the procedure is repeated to find the second, third, etc. most
populated clusters.
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A specific structure can be forced to be the central member
structure of the first cluster, which can also be the reference
structure. The clustering can be performed on a subset of the
matrix by specifying the maximum number of structures to
consider. This allows for an assessment of the development of
the number of clusters over time.
3.2. Dynamic Quantities. diffus. This program calculates the

diffusion constantD of an atom or of the center-of-geometry of a
specified set of atoms. First, the mean square-displacement,Δ(t),
is obtained by averaging over all considered atoms and over
multiple time windows,

ΔðtÞ ¼ 1
Na
∑
Na

i¼ 1
Æðriðt þ τÞ � riðτÞÞ2æτ e tav � t ð13Þ

where ri is the position of atom i, Na the number of atoms
considered, and tav the averaging time. According to the Einstein
relation, the diffusion constant can be estimated from the slope
of Δ(t)

D ¼ lim
t f ∞

ΔðtÞ
2Ndt

ð14Þ

where Nd is the number of dimensions considered.
rot_rel. The rotational relaxation time of a molecule can be

estimated from the autocorrelation function of the Legendre
polynomials of a molecular vector v of unit length,

C1ðtÞ ¼ ÆvðτÞ 3 vðτ þ tÞæτ ð15Þ

C2ðtÞ ¼ 1
2
ð3ÆvðτÞ 3 vðτ þ tÞæτ2 � 1Þ ð16Þ

The program rot_rel calculates the first- and second-order
Legendre polynomials and the time correlation functions. The
output of this program can also be produced by a combination of
the programs tser and tcf.
visco.The bulk and shear viscosities can be calculated using

the Einstein relation from the elements of the pressure
tensor that are written to an energy trajectory. Let Pαβ be
the element of the pressure tensor, and Gαβ(t) the time
integral of Pαβ,

GαβðtÞ ¼
Z
0

t

Pαβðt0Þ dt0 ð17Þ

The viscosity tensor element ηαβ, calculated in terms of
the integral (eq 17) of the pressure component Pαβ, is
proportional to the mean-square change of Gαβ(t) in the
limit of infinite time,

ηαβ ¼ V
2kBT

lim
t f ∞

d
dt

ÆðGαβðt þ τÞ � GαβðτÞÞ2æτ e tav � t

ð18Þ
where V denotes the volume of the (periodic) box, kB the
Boltzmann constant, and T the temperature of the system. For
isotropic systems, an estimate of the bulk viscosity can be
obtained from the average of the three diagonal components of
the pressure tensor,

ηbulk ¼ 1
3
ðηxx þ ηyy þ ηzzÞ ð19Þ

while the shear viscosity is obtained by averaging the off-diagonal
elements,

ηshear ¼
1
3
ðηxy þ ηxz þ ηyzÞ ð20Þ

eps_field. The static dielectric permittivity, ɛ(0), of a
liquid can be obtained by applying an external electric
field during a simulation and measuring the polariza-
tion response.52 For an external field of strength Ez

ext, the
permittivity is given by

Eð0Þ ¼ 1 þ 4π
ÆPzæt
Eextz

ð21Þ

where Pz is the average polarization of the system in the z-
direction and P is defined as

PðtÞ ¼ MðtÞ
VðtÞ ð22Þ

where M denotes the total dielectric dipole moment of the
system and V the volume of the simulation box.
The external electricfield size shouldbe chosen tobe small enough

to avoid saturation and large enough to induce a significant ÆPzæt.
3.3. Thermodynamic Quantities. ene_ana. This program

can calculate time series, time averages, root-mean-square
fluctuations, and statistical error estimates for properties
contained in an energy or free energy trajectory file, e.g.

Figure 1. Atom-positional root-mean-square deviation (RMSD) from
the initial X-ray structure, radius of gyration (Rgyr), solvent accessible
surface area (SASA), and secondary structure analysis of two HEWL
simulation trajectories using the GROMOS force fields 54A7 (protein in
water) and 54B7 (protein in vacuum).35



3385 dx.doi.org/10.1021/ct2003622 |J. Chem. Theory Comput. 2011, 7, 3379–3390

Journal of Chemical Theory and Computation ARTICLE

volume, temperature, pressure, different energy terms, en-
tropy, etc. The error estimates are calculated from block
averages of different sizes. In combination with a library file,
ene_ana allows the analysis of quantities that are a function
of one or more properties provided by the energy and/or
free energy trajectory files. Note that in principle one can
teach ene_ana to read any trajectory, i.e., also force- or
block-averaged energies or positions, by specifying the
corresponding block names and block formats in its library
file.
Free Energy Differences. The calculation of relative free

energies of ligand-protein binding, of solvation for different com-
pounds, and of different conformational states of a (bio)molecule is
of considerable interest with regard to an understanding of these
processes and to the design or selection of potential inhibitors of
enzymes. Since such processes in aqueous solution generally
comprise energetic and entropic contributions from many mo-
lecular configurations, adequate sampling of the relevant parts of
configurational space when calculating ensemble averages is
required and can be reached through MD simulations. Most
methods to obtain relative free energies require a particular
modification of the Hamiltonian in an MD simulation, which
leads to artificial forces on the atoms that enhance the sampling.

The implementation in the GROMOS software of the most
popular or promising of such methods, i.e. thermodynamic
integration, umbrella sampling, local-elevation umbrella sampling,
and enveloping distribution sampling, are described elsewhere.41

Multiple GROMOS++ programs are available for the calcula-
tion of free energy differences from simulations with modified
Hamiltonians.
Some methods to compute relative free energies only require

postprocessing of trajectory data from a standard MD simulation
and are therefore mentioned here.
In the Widom particle-insertion method,53 a test or virtual

atom is inserted randomly Ntry times in each configuration of
the molecular system and its free energy of “solvation” is then
calculated as

ΔFsolv ¼ � kBT ln
1

Ntry
∑
Ntry

i¼ 1
exp �VðrN , rtestÞ

kBT

 !* +

rN

2
4

3
5

ð23Þ

where V(rN,rtest) is the potential energy of the test particle
with respect to all atoms in the system and the average is over

Figure 2. Occurrence of intrasolute hydrogen bonds with a population larger than 5% in the four simulations of the four heptapeptides Val-Ala-Leu-X-
Ile-Met-Phe in water: (a) X = Aib, (b) X = L-Ala, (c) X = D-Ala, and (d) X = Gly.58
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all configurations of the N atoms of the system. The program
m_widom calculates this free energy.
In the one-step perturbation method,54,55 the free energy

change due to a change of the reference Hamiltonian HR into a
perturbed Hamiltonian HA is calculated as

ΔFAR ¼ FA � FR

¼ � kBT ln exp �ðHA �HRÞ
kBT

� �� �
R

" #
ð24Þ

where the ensemble average is over the simulation based on HR.
Such an ensemble average can be calculated using the program
dg_ener.
When using a biasing potential energy term VUS(r

N) in the
Hamiltonian Hbias(r

N) of the MD simulation,56 its influence
has to be removed from the ensemble averages. This is done
by so-called reweighting of the configurations in the aver-
aging:

ÆQ æ ¼
Q exp

VUS

kBT

� �� �
bias

exp
VUS

kBT

� �� �
bias

ð25Þ

The ensemble average Æ...æ for an unbiased Hamiltonian H is
expressed in terms of two ensemble averages for the biased
Hamiltonian Hbias = H + VUS. Reweighting can be performed
using the program reweight.
The configurational entropy of a solute molecule can be

estimated using Schlitter’s heuristic formula,57 which gives an
upper bound for the true entropy

Strue e S ¼ 1
2
kB ln det 1 þ kBT

e
p

� �2

Mσ

 !" #
ð26Þ

where p is Planck’s constant divided by 2π, e is Euler’s number,
M is the diagonal mass matrix holding on the diagonal the masses
belonging to the 3Na Cartesian degrees of freedom, and σ is the
covariance matrix of the positional fluctuations of these degrees
of freedom. The elements of σ are

σij ¼ Æðxi � ÆxiæÞðxj � ÆxjæÞæ ð27Þ

with xi being the Cartesian coordinates of the Na atoms con-
sidered for the entropy calculation after least-squares fitting of
the position of a given subset of atoms of the coordinate
trajectory. The program solute_entropy calculates Schlitter en-
tropy and the quasi-harmonic entropy from molecular coordi-
nate trajectories.
3.4. Comparison to Experimentally Observable and De-

rived Quantities.GROMOS++ is able to calculate a variety of
experimentally observable quantities as well as quantities that
are derived from experimental data, i.e., NOE intensities or
atom�atom distance bounds, 3J-coupling constants, residual
dipolar couplings (RDCs), order parameters derived from
NMR experiments, small- and wide-angle X-ray scatter-
ing (SAXS/WAXS) intensities, and total neutron scattering
intensities for liquids. A detailed description of the imple-
mentation of such quantities in the GROMOS software and
their use in protein refinement, including examples, is de-
scribed by Schmid et al.42

4. EXAMPLES

Here we present a few examples of the use of GROMOS++
programs to analyze MD simulation trajectories, taken from
previous work.
4.1. Global Structural Properties as Function of Time. In

Figure 1, the backbone atom-positional RMSD from the initial
X-ray-derived structure for two MD simulations of hen egg

Figure 3. Conformational clustering analysis over the 100 ns trajec-
tories of the four heptapeptides [atom-positional RMSDwithin 0.08 nm
for backbone N, C(β), C(α), and C-atoms of residues 2�6].58 In each
panel the population of clusters observed in two joint 100 ns trajectories
are shown, with the number of configurations originating from the
X = Aib peptide indicated in gray.

Figure 4. Buildup of the Schlitter entropy Sconfig
S , eq 26, as function of time. The Schlitter entropy was calculated for the Cα atoms during 10 ns MD

simulations of various 24 backbone atomα- and β-peptides in solution as labeled (αMO- =α-peptide, methanol, O� terminal group).59 In each case, the
structures were first aligned according to the positions of their Cα atoms.
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white lysozyme (HEWL) is given as a function of time
together with the radius of gyration, the solvent accessible
surface area, and the occurrence of major secondary structure
elements. The trajectory of the simulation in vacuo clearly
deviates more from the X-ray structure than that of the
simulation in water, illustrating the effect of the solvent on
protein structure. The setup of these simulations is described
elsewhere.35

4.2. Hydrogen Bond Analysis as Function of Time. In
Figure 2 the intrapeptide hydrogen bonding of four seven-
residue peptides in methanol as observed in 100 ns MD
simulations of their folding equilibria is shown. The four
peptides with sequence Val-Ala-Leu-X-Ile-Met-Phe differ in
the central residue X, which is Aib, L-Ala, D-Ala, or Gly.58 The
presence of a central Aib residue clearly enhances hydrogen
bonding, while a central Gly residue shows the least hydrogen
bonding, as expected.
4.3. Conformational Cluster Analysis to Detect Structural

Differences. The four conformational ensembles for the four
seven-residue peptides were compared by performing a con-
formational cluster analysis for three pairs of trajectories; see
Figure 3. It shows that the four ensembles are quite different. The
Aib peptide shows a stronger propensity towards bent structures,
while the L-Ala peptide shows a tendency to adopt more
extended conformations, and the Gly peptide shows preference
for a β-turn.58

4.4. Configurational Entropy as Function of Time. In
Figure 4 the Schlitter entropy is shown as function of time
for two differently protonated α- and β-peptides of similar
lengths consisting purely of Ala amino acid residues and
solvated in water and in methanol. On a time scale of 10 ns,
the Schlitter entropy of the α-helical conformation of the
eight-residue α-peptide and of the 314-helical conformation of
the six-residue β-peptide is well-converged. Although all peptides
contain the samenumber of 24backbone atoms, theα-peptides show
a significantly higher configurational entropy per atom than the β-
peptides, irrespective of their protonation state or solvent.59

5. CONCLUSION

An overview over the different types of analysis implemented
in the GROMOS++ software has been given. Three types of
analysis programs were distinguished: programs that calculate
structural, dynamic, or thermodynamic quantities from config-
urational trajectories. Additional programs are available that
compute ensemble averages of experimentally observable quan-
tities or quantities derived from experimental data, e.g. NMR
NOE intensities or atom�atom distance bounds, 3J-coupling
constants, residual dipolar couplings (RDCs) and order para-
meters, small- and wide-angle X-ray scattering (SAXS/WAXS)
intensities, and neutron scattering intensities for liquids.42

Compared to self-written, individual scripts computing such
quantities, the use of GROMOS++ offers the advantage that
most of the building blocks required for a particular type of
analysis are available and tested by a wide group of users.
Composing new analysis programs is relatively straightfor-
ward because of the implementation of atom, vector, and
property specifiers, which allow for a very flexible description
of individual quantities to be calculated. Each GROMOS++
analysis program is described in the GROMOS manual and in
digital, in-code documentation. Changing the code to add new

functionality does not need much effort, since GROMOS++ is
written in C++ to support maximal reusability of source code.39

In summary, GROMOS++ is a flexible and rich collection of
analysis tools ready to be used for a variety of types of analysis
regarding molecular simulation trajectories.

’APPENDIX: THE GROMOS++ PROGRAMS

Table A1. List of GROMOS++ Programs for Preprocessing
of a Molecular Simulation

name description

bin_box creates a configuration of a condensed

phase system consisting of two components

build_box generates a configuration of a condensed phase

system on a grid (only one component)

check_box checks the box dimensions of a trajectory file

check_top checks a molecular topology for (consistency) errors

com_top combines (multiple) molecular topology files into one

con_top converts a molecular topology to one based on

a different force-field version

copy_box repeats/extends a simulation box along a given

Cartesian axis

cry performs (crystallographic) symmetry operations

on configurations of molecules

explode places molecules of a given box on a grid thereby

expanding intermolecular distances to satisfy

a specific minimum intermolecular distance

gca generates Cartesian coordinates for atoms from

specified distances and/or (dihedral)

angles for the atoms

gch generates Cartesian coordinates for hydrogen

atoms based on the coordinates of covalently

bound neighbor atoms

ion replaces solvent molecules by ions based on

the local electrostatic potential or by random selection

make_pt_top takes two or more molecular topologies and

writes the differences in the perturbation

topology format

make_sasa_top adds the SASA block to a molecular topology file

make_top creates a molecular topology file

mk_script generates the scripts and input files to

run a molecular simulation

pdb2g96 converts coordinate files from pdb to GROMOS format

pert_top creates a perturbation topology to uniformly

set interactions to given values for specified atoms

prep_eds generates dual molecular and perturbation

topologies for an EDS simulation

pt_top combines molecular topologies and perturbation

topologies to write new (perturbation) topologies

ran_box creates a configuration for a condensed phase system

of any composition with random molecule placements

ran_solvation solvates a solute by randomly placing solvent

molecules around it

red_top reduces a molecular topology to one for a subset of atoms

sim_box solvates a solute in a solvent box removing solvent

molecules that are too close to solute atoms
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Table A2. List of GROMOS++ Programs for Postprocessing of a Molecular Simulation

name description

bilayer_dist computes the atom distribution along a bilayer normal to characterize a membrane system

bilayer_oparam calculates order parameters for bilayer systems (membranes) with respect to a fixed orientation (usually the bilayer normal)

cluster performs a conformational clustering based on a RMSD matrix, e.g., calculated by the program rmsdmat

cog calculates the center of geometry or center of mass position of all solute atoms of a simulation trajectory

dfmult calculates free energy differences between multiple states A from a simulation at a reference state R

dg_ener calculates the free energy difference between two states A and B, based on the perturbation formula;

reads the output of the program ener

diffus calculates the diffusion constant for a selected set of atoms

dipole calculates the electric dipole moment for a selected set of atoms

ditrans monitors transitions of torsional dihedral angle rotations with respect to the potential energy

dssp detects secondary structure elements in a protein according to the Kabsch and Sander rules49

eds_mult_all calculates the parameters needed for an enveloping distribution sampling (EDS) simulation from energy

time series, based on an iterative scheme

edyn performs an essential dynamics analysis over a trajectory file; the covariance matrix is calculated

and diagonalized for specified atoms

ene_ana writes a time series for specific values from a (free) energy trajectory file; simple statistics or

calculations of combined trajectory entries are possible

ener recalculates user specified interaction energies from molecular trajectory files using the interaction

parameters from the molecular topology

eps_field calculates the relative dielectric permittivity from a trajectory of a molecular simulation

in which an external electric field was applied

epsilon calculates the relative dielectric permittivity based on a Kirkwood�Fr€ohlich type of equation (fluctuation formula)

filter reduces/filters a coordinate trajectory to contain only a specified set of atoms

follow creates a three-dimensional trace of selected atoms through time; the program takes the nearest

image with respect to the previous atom position

gathtraj gathers a trajectory using the specified gathering method

hbond monitors the occurrence of two- and three-centered hydrogen bonds

int_ener recalculates the nonbonded interaction energy between two nonoverlapping sets of solute atoms

using the interaction parameters specified in the molecular topology

iondens calculates the average density of ions (or other particles) in space from a molecular trajectory file

jepot computes the 3J-coupling local elevation (LE) potential from a LE 3J-coupling restrained simulation

jval generates time series of 3J-coupling constants based on a molecular trajectory

m_widom calculates the free energy of inserting a test particle into configurations of a molecular system

matrix_overlap calculates the overlap of two matrices (a mathematical definition of the overlap is given in the

digital in-code documentation of GROMOS++)

mdf for a given central set of atoms, mdf calculates the distance to the nearest atom belonging to a second set of atoms

nhoparam calculates NH-order parameters from a simulation trajectory

noe calculates and averages atom�atom distances; the trajectories originate either from a NOE distance restrained

or free molecular simulation; the analysis may need preprocessing of data using the program prep_noe

post_noe reanalysis of data generated by the program noe, resulting in NOE-bound violations

postcluster performs lifetime-analysis, combined clustering, and writing of coordinates of (central) members of clusters,

based on the output of the program cluster

prep_noe converts X-plor NOE data formats to the GROMOS++ format (preparation for the noe program)

rdf calculates a radial distribution function for specified atoms

rep_ana used for analysis of molecular replica exchange simulations

rep_rewrite sorts replica exchanged trajectories according to the λ or temperature values and writes them to different sorted files

reweight reweights a time series of observed values of a quantity X sampled during a simulation at state R, i.e.,

using the Hamiltonian HR(p,r), to another state Y (neglecting kinetic contributions for simplicity)

rgyr calculates the radius of gyration for a specified set of atoms

rmsd calculates the atom-positional root-mean-square deviation of a selected set of atoms

rmsdmat calculates the positional root-mean-square deviation matrix for a set of structures; the output may be analyzed by the program cluster

rmsf computes the positional root-mean-square fluctuations for a specified set of atoms

sasa calculates the solvent-accessible surface area for selected atoms using the algorithm described by Lee and Richards47

sasa_hasel calculates the solvent-accessible surface area using Hasel’s formula48

solute_entropy calculates the configurational entropy based on a coordinate trajectory

tcf calculates distributions and time correlation functions

tser calculates time series of quantities

tstrip removes solvent coordinates from a simulation trajectory

visco calculates the bulk and shear viscosities
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ABSTRACT: The ability of ligands to displace conserved water molecules in protein binding sites is of significant interest in drug
design and is particularly pertinent in the case of glycomimetic drugs. This concept was explored in previous work [Clarke et al.
J. Am. Chem. Soc. 2001, 123, 12238�12247 and Kadirvelraj et al. J. Am. Chem. Soc. 2008, 130, 16933�16942] for a highly conserved
water molecule located in the binding site of the prototypic carbohydrate-binding protein Concanavalin A (Con A). A synthetic
ligand was designed with the aim of displacing such water. While the synthetic ligand bound toCon A in an analogous manner to that
of the natural ligand, crystallographic analysis demonstrated that it did not displace the conserved water. In order to quantify the
affinity of this particular water for the Con A surface, we report here the calculated standard binding free energy for this water in both
ligand-bound and free Con A, employing three popular water models: TIP3P, TIP4P, and TIP5P. Although each model was
developed to perform well in simulations of bulk-phase water, the computed binding energies for the isolated water molecule
displayed a high sensitivity to the model. Both molecular dynamics simulation and free energy results indicate that the choice of
water model may greatly influence the characterization of surface water molecules as conserved (TIP5P) or not (TIP3P) in protein
binding sites, an observation of considerable significance to rational drug design. Structural and theoretical aspects at the basis of the
different behaviors are identified and discussed.

’ INTRODUCTION

Protein�carbohydrate recognition is a fundamental step in
numerous essential biological processes, such as cell�cell and
cell�matrix interactions, and conversely can be exploited in viral
and bacterial adhesion and infection.1 Detailed knowledge of the
precise relationships between glycan structure and protein
recognition requires the ability to relate atomic structures to
thermodynamic properties. Such insight is paramount in the
rational design of therapeutic agents that specifically target these
interactions. The earliest carbohydrate-binding proteins to have
received extensive analyses are the plant lectins.2,3 Because of the
large amount of structural, thermodynamic, and mutational data
that have been accumulated for lectins, they serve as excellent
models for probing the origins of the specificity of carbohydrate�
protein binding.1,3 A common feature in carbohydrate�protein
complexes is the presence of discrete water molecules that appear
to mediate the interaction though hydrogen bonding.2 Such
water molecules can also be found to occupy the same hydration
sites in both the free and bound forms of the protein, suggesting
that they play functional roles in recognition and binding. The
presence of highly conserved water molecules in protein binding
sites is of significant interest in drug design because there is the
potential for a therapeutic agent to gain binding free energy
through entropic gains relative to the native ligand upon their
displacement.4�10 The rational design of ligands that can displace
waters from specific protein binding sites requires a knowledge of
accurate values of the binding free energies of such water
molecules; this information can only be obtained via computer

simulation techniques. Despite their apparent significance, the
affinities of these conserved waters in carbohydrate�protein
complexes remain unknown.

The ability to define a relationship between binding free
energies of conserved water molecules and ligand affinity is also
of great interest. In their work, Barillari et al.11 analyzed the
binding free energies of several conserved and displaced water
molecules in different proteins complexed with a variety of
ligands. Nonetheless, they were not able to establish any direct
correlation between water binding free energies and ligand
affinity. If such a correlation exists, it may well not be general-
izable to all proteins and all ligands. It is likely that the gain or
loss of binding affinity due to water displacement is system-
specific, as well as the balance between entropic and enthalpic
binding contributions for the conserved water molecules.8,9 It
is also important to recall that some water molecules are highly
conserved because they play a structural role in the scaffold to
which the ligand binds. Therefore, as in the mutation of key
protein residues in the binding site, it is foreseeable that the
displacement of these water molecules could also destabilize
the ligand.

Con A, isolated from the jack bean (Canavalia ensiformis), is
not only one of the best-characterized lectins but also shows a
well-defined example of water-mediated carbohydrate binding.
Isothermal titration microcalorimetry (ITC) experiments have

Received: June 14, 2011
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established that Con A binds the trisaccharide α-D-Manp(1�6)-
[α-D-Manp(1�3)]α-D-Manp (3MAN), present in all N-linked
glycans, with a 60-fold higher affinity than themonomermethyl-α-
D-mannopyranose.12 The high affinity of Con A for the trimanno-
side core has been the subject of numerous studies.12�20 X-ray
crystallographic data reveal the presence of specificity-defining
hydrogen bonds, as well as nonspecific hydrophobic interactions,
which involve all three carbohydrate residues and extend along the
length of the binding site.14 The conserved water participates
directly in the hydrogen bond network (Figure 1). This water
molecule is tetrahedrally coordinated to the O2 of the central
(reducing) sugar in 3MAN, and to the protein residues ASN 14,
ASP 16, and ARG 228.14 A water molecule in the same location is
also observed in crystal structures of the unbound protein.21�23

Earlier thermodynamic,24 crystallographic,25 and theoretical
studies17,24�26 explored the possibility of displacing this water
by means of a synthetic analog of 3MAN, namely 3HET
(Figure 1, panel b). In 3HET, a hydroxyethyl group replaces
the hydroxyl group at the C2 position of the central mannosyl
residue. ITC data24 showed a more favorable entropy con-
tribution for the binding of 3HET to Con A, relative to 3MAN,
which was initially interpreted as indicating the displacement of
the conserved water. A subsequent crystallographic and computa-
tional study25 showed that the water was not displaced, although
its position was slightly distorted relative to that in the Con
A�3MAN complex (Figure 1). In the Con A�3HET complex,
the conserved water forms a similar hydrogen bond network as
present in the Con A�3MAN complex. In order to determine the
molecular basis for the inability of the synthetic ligand to displace
the water and to determine whether that particular water could
reasonably be targeted for displacement in the first place, we have
computed binding free energies for the water in the unbound
protein, as well as in the protein bound to the natural and
synthetic ligands. Additionally, extended (100 ns) unrestrained
molecular dynamics (MD) simulations were run on all systems to
investigate this water’s residence times, and water�protein�
ligand dynamics.

The interpretation of subtle changes in predicted free energy
values places strenuous demands on the precision of the calcula-
tions. In this respect, equilibrium free energy calculation meth-
ods, such as thermodynamic integration (TI) used in this work,
in combination with extensive sampling, are among the most
reliable. In order to gauge the influence of different water models

on the binding free energy calculations, we focused on three
popular nonpolarizable models: TIP3P,27 TIP4P,27 and TIP5P,28

which employ three, four, or five sites to describe the electrostatic
properties of water, respectively.

Our results demonstrate an unexpected high sensitivity to the
water model used in free energy calculations, with the TIP5P water
model being the only one that characterizes the water as bound both
in the free protein and in all its complexes. Additional unrestrained
MD simulations (100 ns) show that in the free protein TIP3P and
TIP4P waters exchange with bulk water far more rapidly than
TIP5P. Similar conclusions have been recently reported based on
peptides simulations.29 In addition, the TIP3P and TIP4P waters
continue to exchange, albeitmore slowly, even in the presence of the
bound ligands, while for the duration of the simulations the same
TIP5P water remains bound in both complexes. Notably, and in
contradiction with the structural data,25 the MD simulations with
TIP3P and TIP4P show that the hydroxyethyl moiety in the 3HET
ligand spontaneously displaces both bound waters. In contrast, the
TIP5P water resists displacement by 3HET.

’MATERIALS AND METHODS

Standard binding free energies were determined by double
decoupling (DD),30 based on the diagram shown in Figure 2. In
the DD method, the free energy for ligand binding ΔGbind

� is
computed as the difference between the hydration free energies
for the ligand in bulk waterΔGTI

W and the decoupling free energy
of the ligand in the protein ΔGTI

W, where the term “decoupling”
refers to the stepwise disappearance of the ligand, computed here
using thermodynamic integration (TI):

Δ G�
bind ¼ ΔGTI

WðΔGTI
P þ ΔGCorrÞ ð1Þ

ΔGCorr is the standard state correction term required to correct
for a standard concentration (C�) of 1 M, which in molecular
simulations is more conveniently expressed as 1 molecule/1660
Å3. In order to prevent the diffusion of the water out of the
binding site during its annihilation, the oxygen of the water
molecule is harmonically restrained throughout the calculations.
The choice of the restraining potential follows the directives
suggested in work by Hamelberg and McCammon.10 This
restraint restricts the volume sampled by the water, and it is
accounted for in the correction term:30

ΔGCorr ¼ � RT
σPW

σPσW
þ RT½C0ð2πRT=kÞ3=2� ð2Þ

where σPW, σP, and σW are the symmetry numbers for the
protein�water complex (PW), for the protein (P), and for the

Figure 1. (a) Detail of the saccharide binding site of Concanavalin A
(Con A) bound to 3MAN (PDBID 1CVN, ref 14). (b) Con A bound
3HET (PDBID 3D4K, ref 25). Structural water is shown as a red sphere,
while ligands and key residues, i.e., ASN 14, ASP 16, and ARG 228, are
shown as sticks. Oxygen atoms are shown in red, carbon in green, and
nitrogen in blue. The remainder of the protein is shown in gray, with the
structural metal ions shown as spheres.

Figure 2. Thermodynamic cycle used to derive standard binding free
energies for the conserved water in the Con A saccharide binding site.
Psol indicates the protein (Con A) in solution without the conserved
water molecule, and PWsol indicates Con A with the bound water
molecule in solution. Wsol indicates a water molecule in bulk water, and
Wgas indicates a water molecule in the gas phase. ΔGP is the free energy
required for removing a water from the protein binding site, andΔGW is
the hydration free energy.
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water molecule (W), respectively, and k is the harmonic force
constant (k = 2.4 kcal mol�1 Å�2). The standard state correc-
tion term ΔGCorr in our calculations amounts to �3.0 kcal
mol�1. The same harmonic restraints were applied in all DD
calculations.

The following crystal structures, indicated here by their
PDBid, were chosen as starting conformations: 1CVN14 for
Con A bound to the trisaccharide 3MAN, 3D4K25 for Con A
bound to the synthetic analog 3HET, and 1GKB21 for free Con
A. At pH = 7.0, Con A exists both as a dimer and as a tetramer.31

However, the ligand binding sites are indepedent of multimeric
structure, and only one of the monomers was used in all
simulations (see Figure 3). Two metal ions, a Mn(II) and a
Ca(II), are required for Con A’s structural stability and for ligand
binding. Due to the lack of force field parameters for Mn(II),
both metals were described as Ca(II). In addition to TIP3P,
TIP4P, and TIP5P, the performance of a rarely used modified
version of the TIP3P model, namely TIP3P-MOD,32 was also
assessed. The latter differs fromTIP3P exclusively in the values of
the Lennard-Jones (LJ) parameters. The results obtained are
very similar to the ones obtained with the TIP3P model and are
included as Supporting Information.

The following simulation protocol was followed in all cases.
Crystal structures of the protein were inserted in an equilibrated
cubic water box (80 Å cell length). The genion routine, included
in the GROMACS software package, was used to add the three
Na+ counterions necessary to neutralize the system. The
positions of the added water molecules, counterions, and
hydrogen atoms were minimized with the steepest descent
algorithm in 15 000 steps. An initial 500 ps equilibration at
constant volume and temperature (the NVT at 300 K) was
performed for the added water molecules, counterions, and
hydrogen atoms. This step was followed by another 500 ps
equilibration step at atmospheric constant pressure (NPT at
300 K). Protein, ligand, and conserved water were then
equilibrated for 1 ns in the NPT ensemble, with the position of
the protein C-alpha (Cα) atoms, heavy atoms atoms of the ligand,
and the oxygen (OW) of the conserved water restrained

harmonically with a force constant of 2.4 kcal mol�1 Å�2. This
equilibration step was followed by a final production step of 10
ns. The conformations obtained after the 10 ns MD simulation
were used as the starting point for the free energy calculations.
Thermodynamic integration (TI) in bulk water was performed
with 20 lambda (λ) points, while decoupling in the protein
binding site involved integration over 37 λ points. These steps
were separated by 0.01 between 0.00 and 0.10 and between 0.90
and 1.00 and by 0.05 between 0.10 and 0.90. A finer separation
around λ = 0 and λ = 1 was necessary to reduce the noise
experienced at the beginning and end of the decoupling process
and therefore to improve precision. In all cases, the Coulomb
interactions were decoupled first, followed by the vdW inter-
actions. At each λ value, an energy minimization was performed
for 15 000 steps of steepest descent, followed by equilibration
for 1 ns (NPT). Production was run for 1 ns. Tests with longer
production runs, i.e., 5 ns per λ and even 10 ns per λ, did not
show significant differences in the results. The final free energy
values are based on a total simulation time of 72 ns for each
system. During TI, harmonic restraints were applied to the
positions of all heavy atoms in the ligand; the OW of the water;
and heavy atoms of residues ASN 14, ASP 16, and ARG 228. In
particular, ASP 16 and ARG 228 are not only directly hydrogen-
bonded to the conserved water but also form a salt bridge.
Restraining the salt bridge in a closed position, which corre-
sponds to the crystallographic conformation in all structures
available in the literature, was found to be necessary because its
opening and closing greatly affects free energy values. Water
molecules from the bulk can access the protein binding site as
the conserved water is completely decoupled. In similar studies,
a square-well potential was applied in order to prevent this from
happening.5,11 When Con A is bound to a ligand, either 3MAN
or 3HET, the binding site is not accessible to bulk water, even
when the conserved water molecule is annihilated. As the
option of applying an external potential is not available in the
software package we used (see below for details), in the case of
free Con A, we confirmed that no bulk water diffused into the
binding site during decoupling by analyzing the trajectories. In
order to avoid end-point singularities, the vdW interactions
were treated via soft-core interactions with a soft-core para-
meterα = 0.5, an exponent of 1, and σ = 0.3 nm. Integration was
performed with the scipy module of python 2.6 (http://www.
python.org/). For all MD simulations performed in the NPT
ensemble, the temperature was held constant at 300 K by a
Langevin thermostat with a coupling time constant of 0.1 ps.
Pressure was held at 1 bar by exponential relaxation pressure
coupling with a time constant of 0.5 ps. All MD simulations
were performed with versions 4.0.3 up to 4.0.7 of the GRO-
MACS software package.33 The equations of motion were
integrated using a leapfrog stochastic dynamics integrator with
a 2 fs time step. Long-range electrostatics were treated with the
particle mesh Ewald (PME) method.34,35 The maximum spa-
cing for the fast fourier transform grid was chosen as 1 Å. Cutoff
values for Coulomb and vdW interactions were set to 0.9 nm.
Tests with longer cutoffs values (12 Å) were perfomed, but no
significant differences were observed. Water hydration free
energies were calculated in a cubic water box of 25 Å per side.
The calculated water densities at 300 K are 0.985 g cm�3 for
TIP3P, 0.993 g cm�3 for TIP4P, and 0.983 g cm�3 for TIP5P. A
separate set of MD simulations with restraints only on the Cα
and on the Ca2+ ions bound to the protein were performed for

Figure 3. (a) ConA (monomer; PDBid 1GKB, ref 40). (b)Detail of the
saccharide binding site with the key residues, ASN 14, ASP 16, and ARG
228 highlighted. The structurally conserved water is represented by a red
van der Waals sphere, the metal ions by two gray spheres.
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100 ns for all systems with all three water models for a total of
900 ns simulation time.

The AMBER99SB force field36 was chosen to represent the
protein, while both carbohydrate ligands were represented with
the 06g release of the GLYCAM06 force field.37

’RESULTS AND DISCUSSION

1. Water Hydration Free Energies. The hydration free
energies for each water model are shown in Table 1. The TIP5P
hydration free energy is slightly lower compared not only to TIP3P
and TIP4P but also to other popular water models.38 The values
reported in the literature range between an upper bound of
�7.0 kcal mol�1 for the SPC/E model to a lower bound of �6.1
kcal/mol38,39 for TIP3P and TIP4P. The agreement between the
TIP3P and TIP4P hydration free energy values here and the values
reported in the literature confirm the accuracy of the TI protocol
employed in this study. Variations in the electrostatics contribute
most significantly to the differences in the hydration free energies
between TIP3P, TIP4P, and TIP5P. As shown in Table 1, the free
energy required to annihilate the electrostatic interactions is the
same for TIP3P and TIP4P, i.e., 8.5 and 8.4 kcal mol�1, respec-
tively. For TIP5P, the Coulomb contribution is weaker, i.e., 7.7 kcal
mol�1. The van der Waals (vdW) contributions are similar and
unfavorable for all water models, ranging from 2.0 to 2.3 kcal/mol.
These contributions reflect the steric compression resulting from
the strongly attractive electrostatic interactions in liquid water.
Electrostatic and Lennard-Jones parameters characterizing

TIP3P, TIP4P, and TIP5P are shown in Table S.1 (Supporting
Information).
2. Water Binding Free Energy in Free Con A. In free Con A,

the conserved water is coordinated to the binding site’s key
residues, ASN 14, ASP 16, and ARG228, through three hydrogen
bonds. The fourth hydrogen bond is directed to a water molecule
in the bulk (see Figures 3 and 4).40 ASP 16 and ARG 228 form a
salt bridge. Table S.2 (Supporting Information) shows the
hydrogen bond distances in the crystal structure (1GKB) and
in the free Con A snapshots used to start the free energy
calculations. These snapshots were obtained from 10 ns MD

simulations, where the oxygen of the conserved water was
harmonically restrained to its crystallographic position. Such
restraint was necessary and sufficient to ensure that water’s
coordination was preserved, as well as the closed conformation
of the salt bridge between ASP 16 and ARG 228. The coordina-
tion of TIP3P, TIP4P, and TIP5P in free Con A is shown in
Figure 4. All water models are able to reproduce correctly the
water coordination, with the only notable difference being that
the salt bridge between the carboxylate oxygen in ASP 16 and the
amino nitrogen in ARG 228 is shortened in the MD snapshots,
and especially in the structures with TIP3P and TIP5P water,
relative to the crystal structure.
The binding free energies for the conserved water in free Con

A are shown in Table 2. The free energy cost for displacing the
conserved water molecule from Con A’s binding site is�2.3 kcal
mol�1 for both TIP5P and TIP4P. This value is consistent with
crystallographic evidence22,23,40 indicating the presence of a
water molecule in the binding site of the free protein. Conversely,
the value of +0.1 kcal mol�1 obtained for TIP3P does not suggest
occupancy of the binding site. The modification of the TIP3P
Lennard-Jones parameters characterizing the TIP3P-MODmod-
el does not correct the TIP3P behavior, i.e.,�0.3 kcal mol�1 (see
Table S.4 in Supporting Information).
3.Water BindingFreeEnergy in theConA�3MANComplex.

As in freeConA, the conservedwatermolecule forms four hydrogen
bonds also in the binding site of the Con A�3MAN complex. The
crystal structure 1CVN indicates that three hydrogen bonds connect
the water to the key residues, ASN 14, ASP 16, and ARG 228, while
the fourth hydrogen bond is directed to the O2 of the central
(reducing) mannosyl residue of the ligand. This water coordination
is generally well preserved in all of the structures used as a starting
point for the free energy calculations, with only small differences in
the hydrogen bonding coordination pattern (see Figure 5). Speci-
fically, while one lone pair in TIP5P forms a hydrogen bondwith the
ARG 228 imino group (�NH�), both TIP3P and TIP4P interact
with ARG 228 through one of the two amino group protons
(�NH2; see Figure 5 and Table S.2, Supporting Information, for
hydrogen bond distances). The presence of the two lone pairs in
TIP5P clearly facilitates the formation of linear hydrogen bondswith

Table 1. Hydration Free Energiesa (ΔG�) and Individual
Contributions Obtained for the TIP3P, TIP4P, and TIP5P
Water Models

water model Coulomb vdW ΔG� literature

TIP3P �8.5 2.2 �6.3 (0.1)b �6.5,39 �6.138

TIP4P �8.4 2.3 �6.1 (0.2) �6.138

TIP5P �7.7 2.0 �5.7 (0.1)
aAll energies are in kcal mol�1. bErrors, calculated by block averaging,
are shown in parentheses.

Figure 4. Coordination of TIP3P, TIP4P, and TIP5P in free Con A

Table 2. Standard Binding Free Energiesa (ΔG�) and
Individual Contributions for the Conserved Water in the
Binding Site of Free Con A

free Con A Coulomb vdW ΔGp ΔG�

TIP3P �14.9 5.7 �6.2 0.1 (0.1)b

TIP4P �13.7 2.3 �8.4 �2.3 (0.1)

TIP5P �15.5 4.5 �8.0 �2.3 (0.2)
aAll energies are in kcal mol�1. b Errors, calculated by block averaging,
are shown in parentheses.ΔGp includes a standard state correction term
of 3.0 kcal mol�1.
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all residues. Conversely, the hydrogen bond between theTIP3P and
TIP4P oxygen and the �NH2 of ARG 228 is not as linear.
As shown in Table 3, in the Con A�3MAN complex, the

TIP5P water has amuch higher binding free energy value of�7.1
kcal/mol relative to free Con A. High standard binding free
energy values for conserved water molecules are not unusual,11

and they suggest a structural role for water molecules in ligand
binding. The values obtained for TIP3P and TIP4P are much
lower relative to TIP5P, i.e. �1.0 kcal/mol and �2.3 kcal/mol,
respectively. As shown in Table 3, the steric compression,
accounted for by the vdW decoupling free energy contributions,
is much higher for TIP3P and TIP4P waters relative to TIP5P.
Interestingly, the binding free energy value obtained for TIP4P is
equal to the value calculated for the TIP4P water in the free
protein, suggesting that interchanging bulk water molecules are
as effective in coordinating the conserved water as is the O2 in
3MAN, that is, suggesting that the ligand does not enhance the
stability of the bound water.
4. Water Binding Free Energy in the Con A�3HET Complex.

Crystallographic data show that the position of the water in the
Con A�3HET complex is only slightly distorted relative to the
one in the Con A�3MAN complex.25 In the crystal structure of
the Con A�3HET complex (3D4K), the conserved water is
hydrogen-bonded to the same protein residues as it is in the
Con A�3MAN complex, but it interacts with the O8 of the
hydroxyethyl group instead of the O2 of the central mannosyl
residue of 3MAN (see Figures 1 and 6). The conserved water
coordination is reproduced correctly by all water models with a
few slight differences. As shown in Figure 6 a and b, the
coordinations of TIP3P and TIP4P are very similar with direct
hydrogen bonds with ASN 14, ASP 16, ARG 228, and the O8 of
the 3HET hydroxyhethyl. In all structures of the Con A�3HET
complex including the crystal structure, the hydrogen bond to
the O8 of 3HET is slightly elongated relative to the hydrogen
bond to O2 of 3MAN, suggesting a weaker interaction between

the ligand and the binding site (see Table S.2, Supporting
Information).
Binding free energies for the water in the Con A�3HET

complex are shown in Table 4. The binding free energy for a
TIP3P water in the Con A�3HET complex is �4.8 kcal/mol,
making TIP3P more tightly bound when Con A is in complex
with the synthetic ligand relative to the complex with the natural
ligand. The binding free energy obtained for the TIP4P water is
+0.2 kcal mol�1, which indicates no propensity for the binding
site to be hydrated. The binding free energy of a TIP5P water
in the Con A�3HET complex is 1.4 kcal mol�1 lower than
the binding free energy in the Con A�3MAN complex, i.e.,
�5.7 kcal mol�1. This value indicates that the water is still firmly
bound within the binding site but in a less favorable location
relative to the Con A�3MAN complex. Indeed, while all water
models make stronger electrostatic contacts, in the Con
A�3MAN complex, the steric compression of TIP3P and TIP4P
is much higher than for TIP5P (see Tables 3 and 4).
5. Molecular Dynamics Simulations. The stability of the

conserved water molecule and of the hydrogen bond network
connecting it to the ligands and to the protein binding site was
monitored for each water model throughout 100 ns of unrest-
rained MD simulations.
As seen in Figure 4, in the free protein, the conserved water is

hydrogen-bonded to three key residues (ASN 14, ASP 16, and
ARG 228) and to a water molecule from the bulk. The average
hydrogen bond distances calculated over the 100 ns trajectories
are shown in Table 5. The dynamics of the residues in the binding
site and especially of the salt bridge betweenASP 16 andARG228
promote the exchange between water molecules from the bulk
and the water occupying the binding site. This exchange always
occurs between the conserved water and the water hydrogen-
bonded to it in a concerted manner so that the binding site never
remains vacant. The exchange rate of the water molecules
depends both on the water coordination and on the water model
chosen. More specifically, as the salt bridge opens, the water loses
one hydrogen bond either to ASP 16 or to ARG 228, and it is
much more likely to exit the binding site. Most water exchanges
are triggered by the opening of the salt bridge. As a complete
kinetic analysis of the water exchange rates is beyond the scope of
this work, we determined water molecule residence times on the
basis of 100 ns of the lifetime of the hydrogen bond network
between a specific water and the three key residues, ASN 14, ASP
16, and ARG 228. Residence times were calculated on the basis of
41 exchange events for TIP3P, 33 events for TIP4P, and 26 events
for TIP5P. In order to calculate these values, the trajectories were
extended from 100 ns up to 140 ns. In the binding site of free Con
A, TIP5P has the longest residence time of 2.3 ns, while TIP3P
and TIP4P residence times are 1.3 and 1.6 ns, respectively.

Figure 5. (a) Detail of the binding site in free Con A from the MD simulation with a TIP3P water representing the structurally conserved water.
(b) Detail of the binding site in free Con A from the MD simulation with a TIP5P water representing the structurally conserved water. The TIP5P lone
pairs are highlighted in magenta.

Table 3. Standard Binding Free Energiesa (ΔG�) and
Individual Contributions for the Conserved Water in the
Binding Site of Con A in Complex with 3MAN

Con A�3MAN Coulomb vdW ΔGp ΔG�

TIP3P �21.7 11.4 �7.3 �1.0 (0.2)b

TIP4P �21.5 10.1 �8.4 �2.3 (0.3)

TIP5P �21.1 5.3 �12.8 �7.1 (0.1)
aAll energies are in kcal mol�1. bErrors, calculated by block averaging,
are shown in parentheses.ΔGp includes a standard state correction term
of 3.0 kcal mol�1.
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The MD simulation of the Con A�3MAN complex shows
that the presence of the trisaccharide limits the mobility of the
water, reducing drastically the number of exchange events
between the conserved water and water in the bulk. During the
100 ns simulations, a few exchange events are observed for both
TIP3P and TIP4P water, but not for TIP5P, where the same
water molecule occupied the binding site for the whole 100 ns.
Average hydrogen bond distances are shown in Table 6. 3MAN is
tightly bound to the protein surface throughout all simulations,
and it shows a similar degree of mobility for all water models
(RMSD values in Table S.5 and Figure S.1, Supporting In-
formation). The terminal sugar residue more exposed to the
bulk, namely, Man 3 (see Figure 7), shows a slightly higher
degree of mobility relative to the others, especially in TIP4P. The
slightly higher RMSD calculated for 3MAN in TIP4P is due to a
partial detachment of theMan 3 residue at around 10 ns triggered
by water exchange.
A partial detachment of the ligand from the protein was

observed during the MD simulation of the Con A�3HET
complex in TIP4P. As shown by the RMSD plot in Figure 8,
between 15 and 21 ns, 3HET is highly mobile. During this time
interval, 3HET remains bound to the protein only via Man 1.
The partial detachment is caused by the conserved water

leaving the binding site and not being imediately replaced. As
a new water molecules enters the binding site at 21 ns, the
3HET returns to its bound conformation, where it stays until
the end of the simulation. RMSD values for the ligand calcu-
lated over the 100 ns simulation are shown in Table S.6
(Supporting Information).
An interesting result obtained from theMD simulations on the

Con A�3HET complex is that the hydroxyethyl group is able to
displace both the TIP3P and the TIP4P water within 100 ns. In
the MD simulation with TIP3P water, the water displacement
occurs at 53 ns, while in the simulation with TIP4P it occurs
at 50 ns. The OH group of the hydroxyhethyl forms stable
hydrogen bonds to the three binding site key residues

Table 4. Standard Binding Free Energiesa (ΔG�) and
Individual Contributions for the Conserved Water in the
Binding Site of Con A in Complex with 3HET

Con A�3HET Coulomb vdW ΔGp ΔG�

TIP3P �18.7 4.6 �11.1 �4.8 (0.1)b

TIP4P �17.0 8.1 �5.9 +0.2 (0.4)

TIP5P �19.0 4.6 �11.4 �5.7 (0.2)
aAll energies are in kcal mol�1. bErrors, calculated by block averaging,
are shown in parentheses.ΔGp includes a standard state correction term
of 3.0 kcal mol�1.

Table 5. Hydrogen Bond Distancesb between the Conserved
Water and theKey Residues in the Binding Site of Free ConAa

H-bond distances 1GKB TIP3P TIP4P TIP5P

OWAT�OASP16 2.6 2.7 (0.3)c 2.7 (0.2) 2.8 (0.3)

OWAT�NASN14 2.9 3.1 (0.3) 3.0 (0.2) 2.9 (0.2)

OWAT�NARG228 3.0 3.0 (0.2) 2.9 (0.2) 2.8 (0.1)
aData from the crystal structure (1GKB) are compared to average
distances calculated during the unrestrained MD simulations. b In
Ångstroms. c Standard deviations are indicated in parentheses.

Figure 7. Residues nomenclature used for 3MAN. The conserved water
is shown in red. The structure shown has PDBid 1CVN.14

Figure 6. (a) Detail of the binding site in the Con A�3MAN complex from the MD simulation with a TIP3P water representing the structurally
conserved water. (b) Detail of the binding site in the Con A�3MAN complex from the MD simulation with a TIP5P water representing the structurally
conserved water. The TIP5P lone pairs are highlighted in magenta.

Table 6. Hydrogen Bond Distancesa between the Conserved
Water and the Key Residues in the Binding Site of the Con
A�3MAN Complex

H-bond distances 1CVN TIP3P TIP4P TIP5Pb

OWAT�OASP16 2.8 2.6 (0.1)c 2.6 (0.1) 2.8 (0.2)

OWAT�NASN14 2.7 2.9 (0.1) 3.0 (0.2) 2.8 (0.1)

OWAT�NARG228 3.1 3.0 (0.2) 3.0 (0.2) 3.0 (0.3); 3.5(0.3)

OWAT�O23MAN 2.4 2.8 (0.2) 2.9 (0.2) 2.9 (0.2)
a In Ångstroms. b For TIP5P, the first OWAT�NARG 228 value corre-
sponds to the distance to the imino nitrogen of ARG 228, while the
second one corresponds to the amino nitrogen. c Standard deviations are
indicated in parentheses.
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(see Figure 9), and it occupies the location of the conserved
water for the remainder of the simulation. The average hydrogen
bond distances are shown in Table 8. A comparison between the
data in Tables 7 and 8 shows that the hydroxyhethyl OH is
coordinated exactly like the conserved water in both the simula-
tion with TIP3P and that with TIP4P.
As seen in the simulation of the Con A�3MAN complex

with TIP5P, in the simulation of the Con A�3HET complex
with TIP5P, no exchanges between conserved water and the
bulk were observed. Additionally, within the 100 ns of
unrestrained simulation, the hydroxyhethyl group was unable
to displace the conserved water (see Table 7 for hydrogen
bond distances).

’CONCLUSIONS

In this work, we analyzed the function and stability of a
structurally conserved water molecule in the binding site of the
carbohydrate binding protein Con A by means of binding free
energy calculations and MD simulations. The calculations were
performed for three sytems: the free protein, the protein bound
to its natural ligand (3MAN), and the protein bound to a
synthetic analog (3HET) that was designed and synthetized in
previous work to displace the conserved water.24,25 Subsequent
structural data25 showed that 3HET was not in fact successful in
displacing the key water. To provide insight into the unexpected
resistance of this water to displacement, its binding affinity was
estimated employing three rigid nonpolarizable water models,
namely, TIP3P, TIP4P, and TIP5P. The water binding free
energy values, the dynamics, and the stability of the water in the
binding site were all found to depend significantly on the choice
of water model. On the basis of the free energy values and the
dynamics, in the free protein, TIP3P clearly underestimates the

Figure 8. RMSD values for the water oxygen calculated over 100 ns of unrestrained MD simulations of the Con A�3HET complex in TIP4P water.

Figure 9. Hydroxyethyl of 3HET occupying Con A’s binding site after
the displacement of the conserved water. The conformation was
obtained from the 100 ns of unrestrained MD simulation of the Con
A�3HET complex in TIP3P water.

Table 7. Hydrogen Bond Distancesa between the Conserved
Water and the Key Residues in the Binding Site of the Con
A�3HET Complex

H-bond distances 3D4K TIP3P TIP4P TIP5P

OWAT�OASP16 2.5 2.7 (0.3)b 3.0 (0.6) 2.7 (0.1)

OWAT�NASN14 2.7 3.0 (0.2) 3.0 (0.2) 2.8 (0.1)

OWAT�NARG228 3.0 3.0 (0.3) 3.0 (0.4) 2.9 (0.2)

OWAT�O23HET 3.0 3.1 (0.5) 3.3 (0.9) 4.3 (0.9)
a In Ångstroms. b Standard deviations are indicated in parentheses.

Table 8. Hydrogen Bond Distances betweena the Terminal
OH of the Hydroxyethyl Group of 3HET and the Key
Residues in the Binding Site of the Con A�3HET Complexc

H-bond distances TIP3P TIP4P

OH3HET�OASP16 2.7 (0.2)b 2.8 (0.3)

OH3HET�NASN14 3.0 (0.2) 3.0 (0.2)

OH3HET�NARG228 3.0 (0.2) 3.0 (0.2)
a In Ångstroms. b Standard deviations are indicated in parentheses.
cAverage distances are calculated during the unrestrained MD simula-
tions in TIP3P and TIP4P water only after the conserved water is
displaced. TIP5P water was not displaced within the 100 ns trajectory.
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level of order and occupancy of the binding site by the conserved
water, while both TIP5P and TIP4P correctly predict that the
binding site is specifically hydrated.

In the complex with 3MAN, the TIP5P water is tightly bound
and optimally coordinated with the three key amino acid residues
in the Con A binding site and the hydroxyl group of the central
mannose. In contrast, both TIP3P and TIP4P are less strongly
bound and more labile during the simulations.

In the Con A�3HET complex, both TIP3P and TIP4P escape
from the binding site to be replaced by the hydroxyl group of the
hydroxyethyl moiety. This direct interaction between the syn-
thetic ligand and the Con A binding site was predicted from
earlier studies with TIP3P23 but was refuted by subsequent
crystallographic data.25 Only the TIP5P model maintains its
position in the 3HET complex throughout the 100 ns of
simulation, although it is less strongly bound than in the complex
with the natural ligand.

Although the MD simulations with TIP3P and TIP4P suggest
that the displacement of the conserved water by a synthetic
ligand is an easier task than it apparently is, the length of the
hydroxyethyl group does indeed fit this requirement. However,
the flexibility of the hydroxyethyl moiety in 3HET permits it to
adopt a conformation that enables 3HET to bind without
displacing the water. A modification of the hydroxyethyl group
that enhanced the stability of the C2�C7 torsion in a g+

conformation could conceiveably displace this water, provided
that the net ligand binding free energy exceeded �2.4 kcal
mol�1, the binding free energy computed with TIP5P for the
conserved water in free Con A.

’ASSOCIATED CONTENT

bS Supporting Information. The results obtained with the
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ABSTRACT: Three possible mechanisms have been suggested for the hydroxylation of primary and secondary amines by the
cytochrome P450 enzyme family. We show that for the hydroxylation of primary alkyl amines, both the hydrogen abstraction and
reboundmechanism and the direct oxygen transfer mechanism can contribute to the formation of the hydroxylated product.We also
show that in the hydrogen abstraction and rebound mechanism the rebound step has higher activation energy than the hydrogen
abstraction step, which is the opposite of the hydroxylation of aliphatic carbon atoms.

’ INTRODUCTION

Many primary amines have been shown to undergo amine
hydroxylation in cytochromes P450.1 Hence, knowledge of the
hydroxylation mechanism and the rate limiting step is of vital
importance for reactivity-based models that predict CYP
mediated drug metabolism. Our model substrate, propan-2-
amine, is a fragment of amphetamine and mexiletine, which both
undergo amine hydroxylation.2,3 The hydroxylation of primary
and secondary amines is also the first step in the formation of
nitrones,4 which can cause the inhibition of cytochromes P450s
by the formation of a bond between the nitrone nitrogen atom
and the heme iron atom.5

During the past decade, the reaction mechanisms of reactions
performed by the cytochrome P450 (CYP) enzyme family have
been clarified by experimental and quantum chemical studies one
by one,6,7 but there are still many mechanisms that have not been
studied in great depth. In this study, we investigate the possible
mechanisms for hydroxylation of primary amines using density
functional theory (DFT) for the first time.

Three possible reaction mechanisms have been suggested for
the hydroxylation of primary and secondary amines,8 and these
are shown in Scheme 1: direct oxygen transfer (addition of the
oxygen to the nitrogen lone pair followed by a rearrangement of
the formed N-oxide into the hydroxylamine), hydrogen abstrac-
tion from the nitrogen followed by a rebound step, and direct
insertion of the oxygen into the N�H bond. We have investi-
gated the three mechanisms by performing DFT calculations on
a porphine model system with propan-2-amine as a substrate.

’COMPUTATIONAL METHODOLOGY

All calculations were performed with the Turbomole software
package,9 version 6.1. In the calculations, compound I in the
CYPs is modeled by a reduced heme model without side chains,
iron porphine with SCH3

�, and O2� as axial ligands.
All calculationswere performed using the B3LYP functional10�12

with the VWN(V) correlation functional13 (unrestricted form-
alism for open shell systems). The geometry optimizations,
frequency calculations, and solvent calculations were performed

with the double-ζ basis set of Sch€afer et al.,14 enhanced with a p
function with the exponent 0.134915, on the iron atom, and the
6-31G(d) basis set15�17 for the other atoms. The final energies
were determined by single point calculations using the 6-311+
+G(2d,2p) basis set18,19 for all atoms, except iron, for which we
used the double-ζ basis set of Sch€afer et al.,14 enhanced with s, p,
d, and f functions (exponents of 0.01377232, 0.041843, 0.1244,
2.5, and 0.8; two f functions).20

Solvent calculations were carried out with the continuum
conductor-like screening model (COSMO),21 using an effective
dielectric constant (ε) of 4 (except where otherwise mentioned).
For the atomic radii, we used the optimized COSMO radii in
Turbomole9 (and 2.0 Å for Fe).

All energies presented have been computed using the large
basis set and include zero point vibrational corrections and
solvation effects except where otherwise mentioned.

The barrier for the transformation of the direct oxygen transfer
product (POx) into the hydroxylated product (PHa) was com-
puted using a propan-2-amine molecule and three water mol-
ecules (two of the water molecules created a proton transfer
chain moving a proton from the nitrogen atom to the oxygen
atom).

The hydrogen bond strength of nitrogen and carbon radicals
to the hydroxyl group in the intermediate in the hydrogen

Scheme 1. The Three Mechanisms Suggested for the
Hydroxylation of Primary and Secondary Amines

Received: June 20, 2011
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abstraction mechanism were computed using model systems
consisting of a water molecule and either an NH2 radical or a
CH3 radical, with the 6-31G(d) basis set.15�17

Spin densities were computed byMulliken population analysis
of the single-point calculations of the large basis set combination.

’RESULTS AND DISCUSSION

The direct insertion mechanism has been shown to be unlikely
for primary alkylamines,22 and later work has suggested that this
mechanism should be more probable for nitrogen atoms with a
highly delocalized lone pair.8 Our results support that the
insertion mechanism is very unlikely for primary alkyl amines.
Extensive work was done to find the transition state of this
mechanism, starting from several different structures and using
different reaction coordinates. However, each time we tried to
locate the transition state for the insertion mechanism, the
optimization ended up in structures belonging to either the
direct oxygen transfer mechanism or the hydrogen abstraction
mechanism. Hence, this mechanism will not be discussed any
further.

The direct oxygen transfer mechanism has previously been
studied for tertiary amines in the doublet and quartet spin
states.23�26 In this work, we also study the mechanism in the
sextet spin state. The transition state of the oxidation (TSOx) is
quite similar to the results for the tertiary amine trimethylamine,23

with a high barrier of 90 kJ/mol for the quartet spin state and a
lower barrier of 58 kJ/mol for the doublet spin state (see
Figure 1). In the sextet spin state, the barrier is even larger than
in the quartet spin state (121 kJ/mol). This large energetic
difference occurs because in the doublet spin state the two
accepting orbitals to which the electrons from the nitrogen lone
pair are transferred (one on the oxy group and one shared by the
porphyrin ring and the cysteine sulfur atom) are singly occupied
by electrons with opposite spin, and hence they can accept
both the electrons in a straightforward manner. However, in
the quartet (and sextet) spin states these orbitals are occupied
by electrons with the same spin, and one of the electrons
must either flip spin or end up in another orbital (an unoccu-
pied iron 3d orbital), as has been shown previously for both
nitrogen oxidation23 and sulfur oxidations.7,23 While the spin
density distributions basically are the same in propan-2-
amin and trimethylamine, the structures have one difference:

the iron�oxygen�amine nitrogen angle is smaller for propan-2-
amine due to weak interactions between an amine hydrogen atom
and two of the nitrogen atoms in the porphine ring (structures and
spin densities of the direct oxidation mechanism are shown in
Figure 2). The major difference is that for propan-2-amine there
is a requirement for an additional inversion step to get from the
reactant state (R) to the direct oxidation transition state (TSOx).
This step is required to move the nitrogen lone pair toward the
oxygen, since it points away from the iron-bound oxygen atom in
the reactant state (R) where there is a hydrogen bond between
the iron-bound oxygen atom and one of the amine hydrogen
atoms. The transition state of this nitrogen inversion (TSInv) is
quite similar to the following intermediate and oxidation transi-
tion state with regard to spin densities (see Figure 2). However,
the normal mode of the imaginary vibration is almost a pure
nitrogen inversion in which the nitrogen atom is moving toward
the oxygen atom (the structure distorted along the normal mode
is shown in Figure S1, Supporting Information). While the inter-
mediate (IOx) in the doublet state has a slightly higher energy
than the transition state (0.2 kJ/mol), this is only due to solvation
effects, because without these the intermediate (IOx) is lower in
energy by 2.3 kJ/mol. Stable structures of this intermediate and
the inversion transition state do not exist in the quartet or sextet
spin states. This seems to be due to the high barrier of the direct
oxidation in these spin states; what should have been the
inversion transition state (TSInv) only shows up as a shoulder
on scans of the oxygen nitrogen distance, because at this iron�
oxygen distance the energy of the direct oxidation process is
already quite high.

The rearrangement of the product of the direct oxygen
transfer into the hydroxylated nitrogen (the product of the
hydrogen abstraction and rebound reaction) in water has a lower
barrier than either of the two reaction paths (18.3 kJ/mol).
Hence, the direct oxidation product will be rearranged into the
hydroxylated product more rapidly than it is formed, making the
product of the direct oxidation unlikely to be observed in
experiments.

The hydrogen abstraction and rebound mechanism has pre-
viously been studied extensively for the hydroxylation of aliphatic
carbon atoms,6 and the hydrogen abstraction from the hydroxyl
oxygen in ethanol has also been studied.27 Since the hydrogen
abstraction from nitrogen should be similar to the hydrogen
abstraction from oxygen, we compare our results primarily to the

Figure 1. Energies for the direct oxygen transfer and hydrogen abstraction mechanisms for the doublet (bold text), quartet, and sextet (italic text) spin
states in kilojoules per mole. Energies are from single-point calculations with the large basis set and include zero-point vibrational energies and solvent
corrections computed with a dielectric constant of 4. The energies in parentheses are vacuum energies without solvent corrections.
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ones of Wang et al.,27 who studied hydrogen abstraction from
both oxygen and carbon atoms in ethanol.

The different states in the hydrogen abstraction and rebound
mechanism are in general structurally similar to the results on
ethanol,27 but due to the formation of hydrogen bonds of differ-
ent strengths by oxygen and nitrogen atoms compared to a
carbon atom there are some significant differences. In the doublet
spin state, the hydrogen abstraction transition state (TSHa) in
propan-2-amine has an O�H distance which is similar to that for
the hydrogen abstraction from carbon but longer than the one for
hydrogen abstraction from oxygen, while the H�N distance is
∼0.1 Å shorter than the same H�C/O distances. In the quartet
spin state, the O�H distance is intermediate between the corre-
sponding distances in C/O hydrogen abstraction. Energetically,
the hydrogen abstraction barrier is similar for all three reactions
in both doublet and quartet spin states (49�56 kJ/mol). Since
the study byWang et al.27 did not use the samemodel system and
basis set as we do in this study, the differences in energies are
most likely not significant. Earlier work has shown that changing
the model system can change the activation energies of P450
mediated reactions by roughly 5 kJ/mol (our SCH3

� model
giving higher energies), but geometrically, the only significant
change is in the iron�sulfur bond distance.23 The sextet spin
state is geometrically quite similar to the quartet spin state, but
energetically it is much higher throughout the abstraction and
rebound mechanism (with the exception of the product state).
For the optimization of the intermediate structure (IHa) in the
sextet spin state, the iron�sulfur bond had to be constrained to

generate a stable structure. The intermediates (IHa) are also
structurally very similar with the exception of the distance
between the oxygen bound hydrogen atom and the amine
nitrogen radical (1.9 Å, see Figure 3) which is intermediate
between the corresponding distances in the hydrogen abstraction
from oxygen (1.8 Å) and carbon (2.0 Å) atoms.27 This strong
nitrogen�hydrogen interaction causes the following rebound
step to be quite different in the amine hydroxylation compared to
the same step in the hydroxylation of aliphatic carbon atoms.
Whereas the largest activation energy for the rebound step in the
hydroxylation of the aliphatic carbons is only 13 kJ/mol higher
than the intermediate (quartet spin state in the hydroxylation of
camphor),28 the lowest corresponding energy for the amine
hydroxylation is 35 kJ/mol (TSRb, doublet spin state). This is
also evident from the structure of the rebound transition state
which shows a much later transition state with a shorter O�N
distance compared to the corresponding transition state in the
aliphatic carbon hydroxylation in camphor.28 The reason for this
high barrier in the rebound step is that the mechanism is actually
slightly different compared to the rebound step in the hydro-
xylation of aliphatic carbon atoms. In the hydroxylation of
aliphatic carbon atoms, the intermediate step (IHa) with a carbon
radical has the radical oriented toward the hydroxyl group, and
there is only one possible orientation. However, in the hydro-
xylation of nitrogen atoms, the radical on the nitrogen atom is
actually almost perpendicular to the direction of the hydroxyl
group, and the lone pair is interacting with the hydroxyl hydrogen
atom, as shown in Scheme 2. This different orientation forces the

Figure 2. Structures, imaginary frequencies, geometrical features, and spin densities for the direct oxidation pathway. All data are shown as doublet
(quartet) [sextet]. Distances in Ångstroms are shown in black, and angles in degrees are shown in blue.
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system into an electronic reorganization during the rebound step,
since the radical and the lone pair of the nitrogen have to change
places. There is also a significant difference in hydrogen bond
strength of the carbon and nitrogen radicals, which is another
reason for the higher rebound barrier. The nitrogen radical has a
16 kJ/mol stronger hydrogen bond (N 3 3 3H�O) than the
corresponding bond for a carbon radical. This hydrogen bond
has to be broken during the rebound since the hydroxyl group
has to be rotated to allow the oxygen lone pair to bind to the
amine nitrogen. The barrier of the rebound transition state
(TSRb) in the amine hydroxylation has an energy that actually
is higher than the one for the hydrogen abstraction transition
state (TSHa) for all three spin states. This is quite different from
the same mechanism in the hydroxylation of aliphatic carbon
atoms, where the doublet spin state rarely has a rebound barrier,
while it is more common in the quartet spin state.29 Still, even
when there is a barrier for the rebound of aliphatic carbons, its

energy is always much lower than the one for the hydrogen
abstraction.

While the reaction energies show that the hydrogen abstrac-
tion mechanism is slightly more favorable than the direct oxygen
transfer mechanism, this preference changes if we mimic water
solvation by increasing the dielectric constant in our implicit

Figure 3. Structures, imaginary frequencies, geometrical features, and spin densities for the hydrogen abstraction and rebound pathway. All data are
shown as doublet (quartet) [sextet]. Distances in Ångstroms shown in black and angles in degrees shown in blue. The distance that was constrained
during geometry optimization of the intermediate (IHa) in the sextet spin state is labeled with /. The reactant state (R) is identical to the one in Figure 2.

Scheme 2. The Different Radical Distributions in the
Hydrogen Abstraction Intermediate for Amines and Aliphatic
Carbons

Figure 4. Comparison of the highest energies of the direct oxygen
transfer and hydrogen abstraction mechanisms for solvation effects
computed with water (ε = 80) or in a protein (ε = 4; energies in
kJ/mol). The additional solvation effects of water make the direct
oxygen transfer mechanism more favorable than the hydrogen abstrac-
tion mechanism.
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solvent model from 4 to 80 (see Figure 4). This indicates that
explicit hydrogen bonds to the amine could change the pre-
ference to a direct oxygen transfer mechanism.

To investigate whether interactions with amino acids or water
molecules are likely to contribute to the N-hydroxylation of
primary amines, we investigated how the amine group in
mexiletine interacts with amino acids in the active site of CYP1A2
when it is positioned in a way favorable for N-hydroxylation. To
do this, we analyzed our docking results from a previous study,30

and it is clear that there are no direct interactions between the
amine group and any amino acids. Hence, interactions with water
molecules which could exist in the active site would be required
to shift the balance between the two mechanisms for the amine
hydroxylation of mexiletine by CYP1A2.

’CONCLUSIONS

The results of this study show that hydroxylation of primary
alkyl amines (and probably also secondary alkyl amines) could
undergo hydroxylation by cytochromes P450 either through a
hydrogen abstraction and rebound mechanism or through the
direct oxygen transfer mechanism, depending on the interactions
between the substrate and water molecules or amino acids in the
active site in each case.

There is one major difference in the hydrogen abstraction and
rebound mechanism for hydroxylation of primary amines com-
pared to the previously extensively studied hydroxylation of
aliphatic carbon atoms, and that is the rebound step. Our results
show that the radical intermediate has a different radical dis-
tribution in primary amines compared to aliphatic carbon atoms,
resulting in a much stronger hydrogen bond in the intermediate
and a much higher barrier for the rebound step. The barrier for
the rebound step is even higher than the one for the hydrogen
abstraction step in the hydroxylation of propan-2-amine.
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ABSTRACT: Markov state models (MSMs) have proven themselves to be effective statistical and quantitative models for
understanding protein folding dynamics. As stochastic networks, MSMs allow for descriptions of parallel folding pathways and
facilitate quantitative comparison to experiments conducted at the ensemble level. While this complex network structure is
advantageous in many respects, a simple topological description of these graphs is elusive. In this Article, we compare a series of
protein folding MSMs to the topology of the Cayley tree, a graph structure on which dynamics are intuitive. We go on to introduce
and test new sampling schemes that have potential to improve automated model construction, a critical step toward makingMarkov
state modeling more accessible to general users.

’ INTRODUCTION

Simulations of biological polymers have advanced from being
simple depictions of dynamics to providing statistical and quanti-
tative descriptions of the self-assembly process.1�4 In protein
folding in particular, efforts to create statistically grounded models
have been focused on a discrete master equation approach called
the Markov state model (MSM).5,6 MSMs take advantage of
parallel sampling techniques by partitioning a protein’s configura-
tion space into a set of kinetically distinct states. Upon determining
the time scale on which transitions between these states are
memoryless, an MSM transition matrix can advance dynamics to
the long time scales necessary to describe folding processes.
Recent millisecond time scale simulations of the protein NTL9
and the five-helix bundle of λ-repressor show the promise of
MSMs in simulating slowly folding systems.7,8

As quantitative comparison of simulation with experiment
becomes not only desirable but imperative, MSMs offer a con-
venient avenue for modeling protein folding on an ensemble
level. The extensive theory of Markov chains allows kinetic and
equilibrium properties for the ensemble to be easily extracted
from the eigenspectrum of a transition matrix. The stationary
distribution vector (the eigenvector with unit eigenvalue) de-
scribes state population probabilities at equilibrium. A protein’s
native state can be identified from this equilibrium distribution
without a priori knowledge of structure, simply by noting the
state with the highest stationary population. The other eigen-
vectors of the transition matrix describe dynamical processes at
time scales determined by their eigenvalues, allowing one to
deduce which states are kinetically relevant over short and long
time periods. Other ensemble properties like the mean first-
passage time to the native state can also be quickly calculated
from well-known statistical theory.6

A description of protein folding under a conventional two-state
folding model is intuitive: molecules proceed from “unfolded” to
“folded” in a concerted matter, and the “rate of folding” is well-
defined by the transition between these two states. MSMs,
however, describe dynamics on a network of many hundreds or
thousands of states that are connected by probability-weighted
edges. It is not immediately clear which states should be called

“unfolded” or “intermediate” states, or which correspond to the
most biologically relevant structures. Folding rates to the native
state are well-defined from all of these states and can be highly
disparate. Analysis of network connectivity (involving degree and
distance from the native state) is necessary to both classify states
and to make quantitative kinetic predictions. As previous con-
nectivity-based analysis has been performed on an ad hoc basis, a
general description of protein folding network topology would
be of interest.9

With such a general description of connectivity, one could also
tailor MD sampling strategies for MSM topologies. Given the
increasing popularity of Markov models in biomolecular simula-
tion, it is of general interest to make MSMs more accessible to
nonexpert users. Recent projects like MSMBuilder2 and Coper-
nicus have made strides in automating the construction of MSMs
from rawmolecular dynamics data and (in the case of Copernicus)
even more general user-defined protocol.10,11 Instrumental
to this automation has been the development of “adaptive
sampling”, which actively pushes simulations toward under-
sampled regions of configuration space.12�14 Specifically, adap-
tive sampling starts trajectories from states that contribute the
maximum uncertainty to the model’s largest nonunit eigenva-
lue. This adaptation prevents the simulation from being stuck in
metastable free energy wells for untenably long periods of wall-
clock time, a critical procedure for ensuring sampling efficiency
and model refinement.

As the fine details of automatic model construction become
better understood, however, the utility of using eigenvalue-based
sampling early on in the process has come into question. Particu-
larly, the model’s state decomposition, which current adaptive
sampling schemes presume to be finalized, is itself subject to a high
degree of uncertainty in early stages of sampling.11 Refining a
model based on a poor partitioning will naturally reduce the
effectiveness of eigenvalue-based sampling. At present, intermit-
tent rounds of randomly distributed trajectories are prescribed to
address this problem.
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Can a more systematic strategy be devised for early model
refinement? The strategy extended in this study is founded on an
“adjacency-based” sampling scheme, focusing on determining
the connectivity of the transition matrix. A model’s adjacency
matrix defines many of its fundamental characteristics. An
observed transition between two states indicates that the barrier
between them is not hopelessly high, especially if the transition is
seen in limited simulation time. In early sampling, thus, establish-
ing a model’s adjacency matrix is an objective goal for capturing
the model’s qualitative aspects. We envision that an adjacency-
based scheme might be used initially to establish the model’s
connectivity, after which eigenvalue-based sampling could be
used to refine the quantitative nature of the state-to-state
transition probabilities.

In this Article, we first offer a description of the general topology
of protein foldingMSMs based on the well-known graph structure
of the Cayley tree. With this knowledge, we proceed to design and
test sampling schemes under a metric of adjacency-based sam-
pling, and we report the most promising candidates for early
sampling refinement.

’METHODOLOGY

For our analysis of MSM topologies, mean first passage time
distributions (from all states to a particular state) are used to
illustrate a model’s kinetic properties. To calculate mean first
passage times (MFPTs) efficiently, we employ the formalism of
the fundamental matrix for ergodic Markov chains. Given a
transition matrix for an ergodic aperiodic Markov chain, the
fundamental matrix Z is given by the formula

Z ¼ ðI� ðT�WÞÞ�1

where I is the identity matrix, T is the chain’s transition matrix,
and W is the limiting matrix of the transition matrix.15 The
mean first passage time from a state i to a state j, mij, is then
simply given by

mij ¼
zjj � zij
πj

where π represents the stationary distribution of the chain.15

To test the effectiveness of various sampling schemes for
adjacency-based sampling, we’ve elected to run Markov chain
Monte Carlo (MCMC) trajectories a posteriori on toy model
transition matrices and previously generated MSM transition
matrices for Fs peptide, theWWdomain, and the villin headpiece
domain. Trajectories are truncated at 10 state-to-state transitions
to simulate the short runs typical in MD simulations performed
with distributed computing. Transitions occur or fail to occur
based on the Metropolis acceptance criterion, with acceptance
probabilities defined by the transition probabilities of the original
model.16

Individual trajectory data are collected into transition count
matrices: if two states i and j are adjacent to one another in a
trajectory vector, a count of “1” is placed in the (i,j)th entry of a
matrix of dimension N � N, where N is the number of states in
the predefined model. After a set number of individual trajec-
tories have run to completion, the aggregate count matrix can be
normalized to yield a transitionmatrix, which can be compared to
the “exact” matrix of the model.

In evaluating success in adjacency-based sampling, the
adjacency error, or the number of missed connections in the
sampling-generated matrix, serves as a reasonable metric.

Formally, the adjacency error (σadjacency) is given by

σadjacency ¼ ∑
ij
ðAðTÞ � AðT�ÞÞ

where A(T) is the adjacency matrix of the transition matrix for
the predefined model and A(T*) is the adjacency matrix for the
sampling-generated matrix. It should be noted that, in this
scheme, it is impossible for the sampling-generated matrix to
have connections that are absent in the original matrix.

One round of sampling consists of evaluating count matrix
rows based on a certain criterion (e.g., fewest counts or greatest
contribution to eigenvalue uncertainty) and starting a new
trajectory based on the results of the analysis. Eigenvalue-based
sampling code was based on that presented in the literature,
wherein simulations are started from the state that contributes
most to uncertainty in the model’s slowest rate (largest nonunit
eigenvalue).12,13 Even sampling distributes trajectories uniformly
among already discovered states; count-based sampling favors pre-
viously discovered states with the fewest aggregate counts (i.e.,
the states that have been visited the fewest number of times in
the simulation). Finally, connectivity-based sampling starts
trajectories from the already discovered state, which is least
connected (the state with the fewest adjacency matrix entries).
Values of adjacency errors reported correspond to averages
over 100 simulations run.

Toy models with inward direction were prepared by setting
“inward” transition probabilities at greater values than “outward”
probabilities. For the Cayley tree, one vertex was designated the
root of the tree, and trajectories were directed toward the root.
Similarly, one vertex of the hypercube model was designated as a
sink, and transitions to vertices more proximal to that sink were
favored with higher probabilities. Specifically, inward-directed
edges were weighted so that an inward transition occurred with 2/3
probability. Diffusivemodels were constructed so that all transitions
between adjacent nodes occurred with equal probability.

’RESULTS AND DISCUSSION

Topological Characterization. In a recent publication, Bow-
man and Pande use mean first passage time distributions to
illustrate the native state’s role as a kinetic hub: mean first passage
times to the native state were observed to be shorter than those to
unfolded states, suggesting that the native state serves as a hub
between unfolded states.8 The authors also note that no unfolded
states are more than two connections separated from the native
state and classify states as “unfolded” (not directly connected to
the native state) and “intermediate” (directly connected to the
native state). Figure 1c shows a high-resolution histogram of the
mean first passage time distribution to the native state for the
villin macrostate MSM. While the histogram is noisy, two
prominent peaks are clearly present in the plot. Corroborated
by direct inspection of calculated MFPTs, the proximal peak
indeed corresponds to the intermediate states and the distal to
the unfolded states.
One feature of MFPTs to unfolded states is also notable:

MFPTs to an unfolded state are sharply distributed around the
mean first passage time from the native state to that unfolded
state. Table 1 contains selected data to illustrate this relationship.
Considering these two observations, we can draw some general

conclusions about dynamics on the villin macrostate network.
Importantly, trajectories appear to reach the native state in a rapid
enough manner to discriminate generational origin, that is, from
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either the unfolded or intermediate states. By contrast, MFPTs to
the majority of unfolded states seem to be independent of origin,
suggesting that moving from native to unfolded is the rate-limiting

step in passage between most unfolded states. We can thus con-
clude that dynamics “inward” toward the native state are funda-
mentally fast, while those “outward” toward most other unfolded
states are typically slow.
Figure 1a,b and d,e shows high-resolution histograms of

MFPT distributions to the native states of four other protein
folding macrostate MSMs. First, we should note again that
very few states in any model are more than two connections
removed from the native state. Second, as with villin, two peaks
are readily evident in each of the first three distributions,
suggesting the same generational behavior seen in villin is
present in models of Fs peptide, the WW domain, and NTL9.
The lack of two distinct peaks in the λ-repressor distribution,
we assert, can be partially attributed to noise due to sampling
limitations.

Table 1. MFPT Distributions among Unfolded States,
Villin Headpiece MSM

particular unfolded

state, U*

center of MFPT distribution,

unfolded states to U*

MFPT, native

state to U*

5 15 908 15 905

126 9212 9207

350 3885 3881

Figure 2. Noise progression inMFPT distribution from unfolded states
to native state in the WW domain. The noise floor on the WW domain
transition matrix was systematically raised through addition of noise
from the first panel to the last, and relatedMFPTswere calculated for the
new transition matrix. From left to right, histograms represent distribu-
tions for transition matrices with Gaussian noise (Æxæ≈ 0.1, σx ≈ 0.05)
added to 0% of states, 0.1% of states, 1% of states, and 10% of states.

Figure 1. Mean first passage time distributions from the unfolded to
native states of various protein foldingMSMs: (a) Fs peptide, at 19 states
with lag time 2 ns, (b) WW domain, at 200 states with lag time 35 ns,
(c) villin headpiece domain, with 500 states at lag time 10 ns (d) NTL9,
with 2000 states at lag time 20 ns, and (e) λ-repressor four-helix bundle
with 5000 states at lag time 20 ns.

Figure 3. Left: General graph structure of an irregular Cayley tree trun-
cated after two generations. Right: MFPT distribution from “leaf” states to
“root” state under inward-directed dynamics. In this case, inward dynamics
are defined such that the probability of an inward transition is 2/3.
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As justification for this claim, observe that “noisiness” in distri-
butions is directly correlated with model and system size (see
Figure 1, caption). To illustrate the effects of sampling error
noise on MFPT distributions, Figure 2 shows an added-noise
progression of the WW domain unfolded to native state MFPT
distribution.17 Clearly, the two distinct peaks in theMFPT distri-
bution merge into one broader peak as more random error is
added. We postulate that, with more exhaustive sampling, two
peaks would also become evident in the λ-repressor model. The
rate-limiting nature of the native state in passing from unfolded
to unfolded state was observed in all four models.
One simple graphical model shares many of the properties

demonstrated by our MSMs: the n-irregular rooted tree, com-
monly known as the Cayley tree. If we truncate the Cayley tree
after two generations (expanding the first generation to match
the number of intermediate states in a typical MSM) and direct
the dynamics in toward the tree’s root, we indeed observe kinetic
behavior similar to that of protein folding MSMs. It should be
noted that in protein folding MSMs, individual intermediate
states are connected to relatively few (i.e., 2 or 3) unfolded states,
justifying the first generation expansion of the Cayley tree.

Figure 3 provides an illustration of a small irregular Cayley
tree and shows the mean first passage time distribution to the
representative tree’s root. MFPTs to the tree’s root are genera-
tional in nature, and pathways between tips of leaves are rate-
limited by passage outward from the native state.We thus suggest
that the irregular, inward-directed Cayley tree serves as an (albeit
simplified) framework for thinking about protein folding MSM
graphical topologies.
Adjacency-Based Sampling. One area in which this general

topological characterization promises to be useful is that of sampling
scheme design. Assuming protein folding MSMs have the general
kinetic characteristics of inward-directed Cayley trees, we know that
connectivity can best be explored by starting simulations from states
far from an MSM’s “root”. While eigenvalue-based sampling may

Table 2. Adjacency Error Rankings for Hybrid Sampling Schemes

method inward Cayley tree inward hypercube diffusive Cayley tree diffusive hypercube random matrix Fs peptide WW domain villin

eigenvalue-based sampling 4 4 3 4 2 4 4 4

count-based sampling 1 1 1 1 1 1 1 1

connectivity-based sampling 2 2 4 2 4 3 3 3

even sampling 3 3 2 3 3 2 2 2

Figure 4. Adjacency error as a function of trajectory number for an
inward directed irregular Cayley tree (top, 19 states) and an inward-
directed five-dimensional hypercube (bottom). In both cases, count-
based sampling seems to perform the best among all methods tested.

Figure 5. Adjacency error as a function of trajectory number for a
diffusive Cayley tree (top, 19 states), a diffusive five-dimensional
hypercube (middle), and a randomly connected matrix of density 1/2
(bottom, 19 states).
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indirectly target these states, more direct methods to optimize
topological exploration can certainly be conceived. In particular,
we introduce two new sampling schemes called “count-based
sampling” and “connectivity-based sampling”. In count-based
sampling, new simulations are started from states with the fewest
counts; connectivity-based sampling favors those states with the
fewest connections to other states (i.e., the fewest entries in the
adjacency matrix). As distant states in a Cayley tree are the least
visited and least connected, we hypothesize that these methods
will be effective in rapidly exploring adjacency in our models.
To test this hypothesis, we have run a series of a posteriori

MCMC trajectories on predefined MSM transition matrices and
have computed average adjacency errors for the generated count
matrix. Adjacency-error rankings (with ranking “1” correspond-
ing to the smallest error, based on the final column of data points
in each error plot) for all methods over all models are summar-
ized in Table 2.
Figures 4 and 5 contain plots of adjacency error versus number

of trajectories for three toymodels used in this study: the random
stochastic matrix, the n-dimensional hypercube, and the irregular
Cayley tree. In the case of the latter two models, both diffusive
and inward-directed dynamics were tested under the various
sampling schemes.
Although the relative performance of eachmethod varied from

toy model to toy model, two constancies in the data are glaring:
(1) that count-based sampling performs best in discovering graph
adjacency and (2) eigenvalue-based sampling often performs worst
at the same task. Connectivity-based sampling is successful on
the hypercube, where connectivity is regular and extensive, but is
relatively poor at capturing adjacency elsewhere as compared to
the count-based method. The magnitudes of entries in the count
matrix, therefore, seem to play an important role in defining states
around which topology is poorly explored. These preliminary
results suggest count-based sampling would provide effective adja-
cency determination early in model construction.
The next test of sampling effectiveness involves sampling on

pre-existing MSM transition matrices. Figure 6 shows adjacency
error versus number of trajectories for the four sampling schemes
on the Fs peptide transition matrix. In agreement with the toy
model analyses, count-based sampling performed the best among
all schemes, while eigenvalue-based sampling behaved the worst.
In this case, even sampling proved a better technique than con-
nectivity-based sampling, underlining the apparent importance
of count magnitudes for adjacency-based sampling. Figure 7 con-
tains plots of adjacency error versus number of trajectories for the
WWdomain and the villin headpiece domain. Both eigenvalue-based

sampling and connectivity-based sampling performed radically
worse than the other two schemes; only even and count-based
sampling are shown in the figure to preserve scale. Clearly, count-
based sampling performs better than even sampling for both
systems. For all of the above systems, we thus conclude that
count-based sampling is the best strategy for capturing adjacency
among those tested.
While adjacency provides some description of MSM dynamics,

quantitative transition probabilities are obviously important in
building meaningful models. To evaluate effects of sampling on
absolute transition matrix error, we introduce a hybrid sampling
scheme, which combines explorative and eigenvalue-based sam-
pling methods. Explorative sampling serves to solidify state
definitions at early stages in model building; once states are
well-defined (i.e., discovered), eigenvalue-based sampling should
refine values for transition probabilities as intended. One might
employ an adjacency error cutoff to determine the point at which
switching from one sampling method to the other would be
appropriate.
Figure 8 shows the absolute error in the Fs peptide transition

matrix generated by four different hybrid sampling schemes. To
facilitate comparison among methods, each variable type of sam-
pling (e.g., even, count-based, or connectivity-based) is carried out
for 1000 trajectories and followed by the requisite number of
eigenvalue-based trajectories to reach an absolute error cutoff of
2.00. For the case of pure eigenvalue-based sampling, trajectories
generated only from that sampling method were used to build the
transition matrix.
As is clear from the figure, count-based sampling in conjunc-

tion with eigenvalue-based sampling converged most quickly to
the error tolerance for the exact transition matrix. Purely eigen-
value-based sampling, by contrast, converged more slowly than
any of the hybrid sampling schemes, and tookmore than an order

Figure 7. Adjacency error as a function of trajectory number for the
WW domain (top) and villin headpiece domain (bottom) transition
matrices. Connectivity-based sampling and eigenvalue-based sampling,
which would appear well above the two methods shown in adjacency
error, are omitted to preserve scale.

Figure 6. Adjacency error as a function of trajectory number for the Fs
peptide transition matrix.
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of magnitude more trajectories to converge than did the best
method tested. We attribute this difference, again, to an adja-
cency error effect: while count-based sampling had discovered
>95% of states in 1000 trajectories, eigenvalue-based sampling
lagged far behind at approximately 80%. These results suggest
that in a finite sampling period, some type of hybrid sampling will
perform better than eigenvalue-based sampling, and among the
hybrid sampling techniques tested, count-based sampling is the
most effective.

’CONCLUSION

We thus observe that protein folding MSMs have certain
general topological characteristics, and we see that these char-
acteristics can be used to design directed sampling schemes
for MSM construction. The next step in evaluating the hybrid
sampling schemes discussed above would entail actually testing
them on systems at the molecular dynamics (MD) level. We
suggest that such hybrid sampling schemes could easily be tested
directly or in an environment in which MSMs drive sampling
(e.g., Copernicus), wherein plug-in modules for different sam-
pling techniques could be swapped in and out without effort.11

Given the high degree of sampling already performed on
molecules like villin and various helical peptides, such systems
could serve as ideal candidates against which various sampling
schemes could be benchmarked.

Direct application of these hybrid sampling methods to MD
simulations would be straightforward in concept, comprising
the iteration of three steps: (1) running a series of short MD
trajectories, (2) building an MSM based on the aggregate data,
and (3) seeding new MD trajectories based on the sampling
criterion (e.g., from the states with the fewest counts). Effective
use of hybrid sampling techniques in MD studies could allow
for the generation of accurate MSMs from a minimal set of short
trajectories, enhancing both model accuracy and sampling efficiency.

While these hybrid sampling methods will be easily extensible
to MD simulations, one will need to use MSM error metrics
alternative to those used with MCMC in this Article. MSMs
constructed from MD data are generated in a partially stochastic

fashion, making error evaluation based on numerical properties
of the transition matrix impractical. MSM observables (like native
state identity and stability, eigenspectral properties, and projec-
tions onto experimental observables) and uncertainties thereinwill
instead need to form the basis for comparison betweenmodels and
validation of hybrid sampling methods. We do envision, however,
that convergence of model size could serve as an adjacency-like
metric: when new states cease to appear after iteration of the above
procedure, the sampling scheme could be changed to the eigen-
value method. Final eigenvalue-based sampling could then be
carried out to a satisfactory threshold defined by model observable
uncertainties.

As a second caveat, we should note that at high temperature
(i.e., well above biological temperatures), protein folding net-
works become more connected and thus lose some degree of
the tree-like structure identified in this study. Accordingly, one
should take care in using the sampling algorithms developed here
in high temperature simulations. However, as count-based
sampling performed well even on a randomly connected graph
(see Figure 5), we expect our hybrid algorithms to remain effec-
tive in systems held at higher temperatures.

We acknowledge that the exploration in the sense of a posteriori
sampling in this Article is somewhat contrived. After all, only states
that exist on the underlyingMSM network can ever be discovered.
Provided enough time, even eigenvalue-based sampling would
capture all of the adjacency of a transition matrix after the model
has been completely constructed.

However, given that count-based sampling discovers states in
a much more computationally efficient fashion than eigenvalue-
based sampling, we posit that improved performance due to count-
based sampling will translate to the arena of atomistic simulations.
After all, we assume that a predefined network underlies all
dynamics in atomistic simulation: the network of the system’s
free energy landscape. It is the nature of this network that we seek
to explore in performing molecular dynamics simulations.
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ABSTRACT:Markov state models provide a framework for understanding the fundamental states and rates in the conformational
dynamics of biomolecules. We describe an improved protocol for constructing Markov state models from molecular dynamics
simulations. The new protocol includes advances in clustering, data preparation, and model estimation; these improvements lead to
significant increases in model accuracy, as assessed by the ability to recapitulate equilibrium and kinetic properties of reference
systems. A high-performance implementation of this protocol, provided in MSMBuilder2, is validated on dynamics ranging from
picoseconds to milliseconds.

1. INTRODUCTION

Conformational changes such as myosin procession,1 protein
folding,2 and ligand binding3 have long occupied the attention of
biophysicists. A predictive, first-principles understanding of
conformational dynamics could elucidate these processes in
atomic detail, with broad applications in engineering andmedicine.
Many biophysical experiments probe the fundamental states and
rates of a system. For example, the dominant conformational
state of a biomolecule can be determined experimentally by NMR
spectroscopy4 or X-ray crystallography,5 while the existence of
intermediate states can be demonstrated by kinetic studies.6,7

Even at the single-molecule level, dynamics between multiple
conformational states can be tracked by monitoring observables
(e.g., FRET)8 that report on the conformational details of a
molecule. Conformational states and their rates of interconver-
sion remain a unifying paradigm of biophysical studies.

Discrete-time master equations, or Markov state models,9�11

formalize this paradigm. In aMarkov state model, one defines a set
of conformational states and models the dynamics between them
as a Markov jump process on that state space. Predicted con-
formational states and rates can be extracted from atomistic
molecular dynamics simulations of biomolecular dynamics under
ambient conditions.12�14 Here, we describe an improved protocol
for constructing Markov state models from an ensemble of
molecular dynamics simulations. This enhanced protocol has been
implemented as version 2.0 of the freely available MSMBuilder
software package, available at https://simtk.org/home/msmbuilder.
The improvements in MSMBuilder2 include a more accurate
state definition through hybrid k-centers k-medoids clustering,
improved estimates of kinetic and equilibrium properties via a
reversible maximum likelihood estimator,9,11 and an extensible
Python implementation allowing facile customization. We vali-
date and benchmark the protocol on proteins spanning a range of
time scales and sizes.

2. THEORY

A Markov state model9,10,15�17 consists of a set of state
definitions and a transition probability matrix characteriz-
ing the kinetics on this state space. In this work, we adopt the

following conventions. States are labeled integers {1, 2, ..., n}.
Transition matrix entry ij gives the conditional probability of
jumping from state i to state j during a time interval (lagtime) τ:

TijðτÞ ¼ PðσðxðτÞÞ ¼ jjσðxð0ÞÞ ¼ iÞ ð1Þ

where σ(x) is a function mapping the conformation x onto the
state space. Equilibrium conformational dynamics are expected
to satisfy detailed balance: that is, πiTij = πjTji, where πi is the
equilibrium population of state i. Because of the symmetry of the
detailed balance equation, we define a symmetric matrix Xij = Xji =
πiTij. This matrix gives the counts between states i and j at
equilibrium, normalized such that ∑ijXij = 1. With this definition,
the transition matrix can be expressed as T = D�1X, where D =
diag(π) is a diagonal matrix of equilibrium populations.

The eigenvalues and eigenvectors of a transition matrix have
special significance. Let (λi, vi) be an eigenvalue�eigenvector
pair forT (e.g.,Tvi= λivi). By comparison to the eigenvalues (1/τi)
of a continuous-time master equation rate matrix K, one can
show that the eigenvalues of a transition matrix are related to the
relaxation time scales (τi) of amaster equation viaλi= exp(�τ/τi),
where τ is the lagtime used to estimate the transition matrix.15,18

For systems satisfying detailed balance, the eigenvalues λi must
be real, as the eigenvalue equation can be written as a symmetric
generalized eigenproblem:Xvi = λiDvi. We point out that a recent
work9 provides an excellent review of the theory of MSMs;
another review covers both theoretical and experimental aspects
as applied to protein folding.19

To estimate a transition matrix, one must fix a lagtime, which
we signify by writing transition matrices with explicit lagtime
dependence T(τ). Because they describe physical observables,
relaxation time scales should be insensitive to changes in lagtime.
However, projecting dynamics onto a finite state space results
in dynamics that are only approximately Markovian. Thus, a
common test of model consistency is to calculate the relaxation
time scales for a sequence of lagtimes.9,10,18 In practice, discre-
tization error manifests itself as erroneously fast time scales for

Received: July 5, 2011



3413 dx.doi.org/10.1021/ct200463m |J. Chem. Theory Comput. 2011, 7, 3412–3419

Journal of Chemical Theory and Computation ARTICLE

short lagtimes. Indeed, it has been shown9,20 that increasing
either the number of states or the lagtime will lead to more
accurate models; however, finite sampling and computational
resources place limits on the number of states and lagtime.

3. METHODS

This paper presents the recent advances in MSMBuilder2.
Below, we discuss these advances, in terms of both the nature of
the improvement as well as its motivation. We propose the
following new protocol for MSM construction, which shares
some characteristics with ones previously developed by ourselves
and others.9,11,21

1. Cluster molecular dynamics trajectories using a hybrid
k-centers k-medoids algorithm.

2. Restrict data to its maximal ergodic subgraph.
3. Estimate transition and count matrices (T(τ), C(τ)) using

a maximum likelihood reversible estimator.
While this protocol is similar to previous approaches in broad

strokes, these key refinements make the approach more quanti-
tative without increasing computational cost. We note that
MSMBuilder2 also allows nonreversible maximum likelihood
estimation for systems where reversibility is not desired.
3.1. Hybrid k-Centers k-Medoids Clustering. The first step

in MSM construction is to identify conformational states.
Because MSM accuracy depends on the quality of state decom-
position, enhanced clustering is a natural way to improve MSM
methods. In MSMBuilder2, as in other MSM methods, it is vital
to achieve kinetic clustering—that is, states sufficiently fine so as
to be free from internal kinetic barriers.
Previous work9,11 used an O(kN) approximate k-centers

clustering,22 where k denotes the desired number of clusters and
N denotes the number of conformations. That algorithm can be
viewed as an approximate solution to the problem:

min
σ

max
i

dðxi, σðxiÞÞ ð2Þ

Here, σ(x) is the “assignment” function that maps a confor-
mation to the nearest cluster center. d(x,y) is the distance
between two conformations x and y, measured via the RMSD
metric.23 The minimization occurs over all clusterings (σ) with k
states, subject to some choice of initial center. Finally, the max is
taken over all conformations in the data set.
The k-centers approach minimizes the worst-case clustering

error, as quantified by the objective function fmax(σ) = maxi
d(xi,σ(xi)). Considering only the worst-case clustering error is
problematic for conformational dynamics, particularly in protein
folding, as the worst-case error is often determined by extended
(unfolded) conformations with very small populations. Further-
more, cluster centers generated by this algorithm are often
noncentral; that is, they often do not represent the geometric
center of their associated data.
Alternatively, k-medoids clustering24 approximately mini-

mizes fmed(σ) = (1/N) ∑i d(xi,σ(xi))
2. With sufficient sampling,

constant temperature molecular dynamics draws Boltzmann-
weighted conformations; thus, by averaging over all confor-
mations, fmed(σ) is an objective function that penalizes the
(approximately) ensemble-averaged deviation from cluster cen-
ters. The resulting clusters tend to be centrally located within
their respective data—i.e., they are medoids.25 However, for
folded proteins, strict Boltzmann weighting yields few unfolded
states, often leaving unfolded conformations assigned to folded

states. This deficiency can be explained in terms of fmax(σ). A
clustering that minimizes fmed(σ) may in fact be worse when
evaluated by fmax(σ); conversely, minimizing fmax(σ) could in-
crease fmed(σ). For accurate kinetic clustering of biomolecule
dynamics, one should consider both the worst case (fmax) and
average case (fmed) clustering error.
Simultaneously optimizing both the average and worst-case

error can be achieved by combining the k-centers and k-medoid
algorithms. Let ε be some desired worst-case clustering error.
Define the set

SðεÞ ¼ fσ : fmaxðσÞ e εg ð3Þ
Thus, S(ε) is the set of all clusterings that have worst-case

errors of ε (or better). We now apply a k-medoids clustering
algorithm, but restricted to the set S(ε). In practice, we use a two
step approach:
1. Apply approximate k-centers to return initial clusters gi,

terminating when fmax(σ) e ε.
2. Apply approximate k-medoids to the result, but rejecting all

moves that increase fmax(σ).
For step 2, we employ a modification of the partitioning across

medoids algorithm.24 For each cluster gi, we randomly select a
conformation xi assigned to that state. The clustering errors
(fmed, fmax) are calculated and compared to the values that would
be obtained were xi instead the cluster center of that state. If fmed
is improved and fmax is improved (or unchanged), the move is
accepted. In practice, fmax decreases insignificantly during this
process, but fmed decreases dramatically over a handful of
iterations. As described, the hybrid algorithm tends to preserve
the overall distribution of clusters, essentially refining k-centers
to be more “central”; this is desirable because k-centers is
known22 to provide a reasonable partition of conformation space.
3.2. Improved Estimators for Reversible Transition and

Count Matrices. Since equilibrium conformational dynamics
obeys detailed balance, it is important for MSMs to satisfy
detailed balance (also called reversibility). A positive reversible
MSM guarantees positive real eigenvalues λ, which can be
interpreted as relaxation time scales through the relation τrel =
�τlag/log(λ). Previous work

11 has used the symmetrized counts—
so-called because the count matrix is symmetrized via the
equation C0 = 1/2(C + CT)—to estimate a reversible count
matrix. Though the resulting MSMs satisfy detailed balance, this
estimator can introduce artifacts in both equilibrium and kinetic
properties;15,21 this error is pronounced for short trajectories
started from a distribution far from the system’s equilibrium. A
recent work21 recommends estimating a transition matrix using
the unsymmetrized counts after restricting the data to its max-
imal ergodic subgraph. Thus, after clustering, one must first
identify themaximal ergodic (i.e., strongly connected) subgraph—
that is, a (maximal) set of states M such that if i ∈M and j ∈M,
then there exists a path from if j and from jf i. That approach
eliminates artifacts in equilibrium estimates but yields transition
matrices that may not satisfy detailed balance. To enforce
detailed balance while preserving accurate estimation of equilib-
rium properties, we have implemented the following protocol:
1. Apply Tarjan’s algorithm,26 restricting data to the maximal

ergodic subgraph.
2. Estimate a reversible count matrix using a maximum

likelihood estimator.
The theory of reversible estimation has been discussed previ-

ously;9,11,16,27,28 however, several implementation issues
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have limited its general use. First, the reversible MLE estimator is
only well-defined for ergodicMSMs, so the trimming procedure is
critical. Second, the iterative procedure sometimes converges
slowly for many-state models; in Appendix 2, we discuss an
efficient implementation that allows scaling to biological systems
with tens of thousands of states.

4. RESULTS

We now validate the revised MSM protocol. First, we show
that improved clustering results in more self-consistent models,
as measured by either relaxation time scales or correlation
function analysis. Second, we show that improved transition
matrix estimators result in an improved ability to recapitulate
kinetic and equilibrium properties of a known reference model.
4.1. Hybrid k-Centers k-Medoids Clustering Improves

State Definitions. Projecting onto a finite state space results
in dynamics that are only approximately Markovian. One way to
evaluate model consistency is by calculating the relaxation time
scales for a sequence of lagtimes; as observables, these time scales
should be approximately lagtime-independent. As compared to
models constructed with k-centers clustering, hybrid clustering
yields relaxation time scales that are slower (Figure 1a) and less
lagtime-dependent. For models with few states (fmax = 5.5�7.5
Å; Table 1), hybrid clustering performs considerably better than
k-centers. In particular, a hybrid model with a fixed number of
states (e.g., 176 states, or fmax = 7.5 Å) performs comparably with
a k-centers model with considerably more states (e.g., 806 states,
or fmax = 6.5 Å). In the limit of many states, hybrid and k-centers
perform comparably, as eventually both k-centers and the hybrid
yield one state per sampled conformation; however, statistically
accurate estimation is impossible when the number of states
approaches the total number of available conformations. For this
reason, it is desirable to achieve accurate models with as few
states as possible.
The lack of a true reference value makes relaxation time scales

an incomplete validation of MSM kinetics. Correlation function
analysis offers an orthogonal check with a known reference value.

The RMSD correlation function is given by y(t) = (Æs(t)s(0)æ)/
(Æs(t)2æ), where s(t) = r(t) �Ær(t)æ and r(t) is the RMSD to a
reference structure, here taken to be the native conformation. For
the MSM calculation, the transition matrix was used to first
calculate a pseudotrajectory of 100 000 lagtimes (9 000 000 ns).
For each frame in the pseudotrajectory, a RMSD value was
randomly selected from the collection of RMSD values observed
for that state. This approach models intrastate dynamics by the
random selection of each RMSD value.
As compared to the reference (calculated from the raw data),

MSMswith few states show erroneously fast kinetics (Figure 1b);
hybrid clustering partially mitigates this error.With sufficiently many
states (e.g., fmaxe 4.5), the dynamics are accurately captured by the
MSM. Both raw and MSM RMSD correlation functions decay on a
time scale comparable to the folding�unfolding dynamics of the
protein. Further increasing the number of states is not feasible due to
increased statistical uncertainty (Appendix 5). We observe similar
results for alanine dipeptide (Appendix 6).

Figure 1. (a) Relaxation time scales of models constructed with k-centers and hybrid clustering. (b) RMSD correlation functions as calculated by
different clusterings. MSMs in b constructed with 90 ns lagtime. MSMs constructed from simulations of the WW protein; see Appendix 1.

Table 1. Models Constructed fromWWDomain Simulations
Were Used to Compare Structural Properties of k-Centers
and Hybrid Clusteringsa

model # states fmax (Å) fmed (Å)

k-centers 26104 4.5 2.97

hybrid 26104 4.5 2.21

k-centers 5135 5.50 4.21

hybrid 5135 5.50 2.97

k-centers 806 6.50 4.76

hybrid 806 6.48 3.60

k-centers 175 7.48 6.03

hybrid 175 7.47 3.97
aThe number of states for each model was determined by k-centers
convergence based on a prespecified fmax; hybrid clusterings use the
same k-centers clusters and iteratively improve them by the algorithm
described above.
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In addition to enabling kinetic calculations, clustering provides
an important tool for exploratory data analysis, which benefits
from cluster centers that are representative of their associated
data. Yet, with k-centers clustering, the fmax objective function is
inherently insensitive to local or average structural properties.
This leads to state definitions that tend to be useful only as
partitions of conformation space—in particular, minimizing fmax

does not ensure that cluster centers are central within their
associated data. When applied to simulations of theWW protein,
hybrid clustering decreases the average clustering error signifi-
cantly, as quantified by the fmed objective function (Table 1). The
hybrid clusters show less structural heterogeneity (Figure 2).
Furthermore, the k-centers cluster center lacks a critical proline
contact (sticks) that defines the native fold; the hybrid cluster
center retains this key structural feature.
4.2. Improved Estimators for Reversible Transition and

Count Matrices. The reversible MLE yields improved estimates
of equilibrium and kinetic properties. As a preliminary control,
the MLE and symmetrized estimators are compared on a data set
consisting of two trajectories that are long (100 μs) relative to the
folding and unfolding time scales (≈ 10 μs); as expected, the
resulting free energies show good agreement (Figure 3).
In a more demanding test, we generate an ensemble of two-

state folding trajectories from amodel with a folding time scale of
100 steps and an unfolding time scale of 1000 steps (see Appendix 4).
This approximates the scenario of running MD simulations from
an ensemble of unfolded conformations. Because the trajectory
length is comparable to the folding time scale, the symmetrized
estimator biases results toward the starting distribution of
conformations, which in this case is entirely unfolded.
Using the model data, transition and count matrices were

estimated using theMLE and symmetrized procedures (Figure 4).
The reversible MLE accurately estimates the kinetic (a,b) and
equilibrium (d) properties of the reference model. However, the
symmetrized estimator shows equilibrium properties that are
biased toward the unfolded state (d). Furthermore, the symme-
trized unfolding time scale is erroneously high (c). This symme-
trization bias reduced the accuracy of some previous MSMs, as
pointed out in ref 29; reversible estimation eliminates this bias.
4.3. Improved Scaling and Performance. MSM construc-

tion relies on the clustering and analysis of vast simulation data
sets. For the clustering algorithms in this work, RMSD evalua-
tions are rate limiting; further inspection shows that RMSD is
bottlenecked by a matrix multiplication involving an m� 3 matrix
of atomic coordinates, where m is the number of atoms in each
conformation. Using an SSE3-optimized matrix multiply routine30

with OpenMP parallelization, we have accelerated RMSD and
clustering calculations by 20� over the previous versions of
MSMBuilder. MSMBuilder2 has been successfully applied to
systems spanning a broad range of time scales and sizes; Table 2
reports the computational cost of MSM construction for various
protein systems. In all cases, the cost of the MD simulations is
considerably greater than the cost of MSM analysis.

5. DISCUSSION

5.1. MSMBuilder2 Protocol. As shown above, the protocol
validated in this work presents several clear advantages over
previous methods. These advances are evolutionary in nature,
building upon previous work. The overall MSM construction
protocol has retained the following key steps: perform molecular
dynamics simulations, cluster data, and estimate a transition
matrix. We continue to work with the RMSDmetric, as its simple
distance interpretation provides a physically motived state de-
composition. RMSD is a widely used distance metric for compar-
ing biomolecular conformations;23,31,32 this common use allows
biophysical intuition for RMSD, which is one reason for our
choice of this metric. Furthermore, previous work found that,
for alanine dipeptide, RMSD-based state decompositions
yielded models that paralleled ones based on manual state
decompositions.10 We note that some systems may benefit
from other metrics; the MSMBuilder2 framework is extensible
to such situations.
The procedure of kinetic clustering, whereby one leverages

fine structural clustering to produce states free from kinetic
barriers,9,10,15 benefits from the improved clustering algorithm.
In kinetic clustering, it is critical to validate state decompositions

Figure 2. Cluster centers (opaque) and randomly sampled conforma-
tions (transparent) are displayed for the most populated state from
models based on the k-centers and hybrid clustering algorithms. Both
models are based on simulations of theWWdomain. The hybrid clusters
(b) were constructed by improving the initial k-centers clustering in a.
Both clusterings have 806 states (fmax = 6.5 Å).

Figure 3. Simulations of the WW protein12 were used to compare the
performance of the symmetrized and MLE protocols. Folding free
energies calculated using a two-state approximation (�RT log(πfolded/
πunfolded)), show good agreement (Δe 0.03 kcal/mol) betweenmodels
constructed using the symmetrized and MLE protocols, as expected for
long trajectories. The near-zero folding free energy is expected, as the
simulations were performed near the melting temperature;12 the exact
free energy depends weakly on how one defines the folded state. Here,
the folded state is defined as all states with a RMSD (to crystal structure)
below some cutoff value; the unfolded state is defined as the remaining
states. The large RMSD values observed are due to the large con-
formational fluctuations observed in the high temperature (393 K)
simulations.
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using kinetic metrics; here, we have applied tests based on both
relaxation time scales and correlation functions. Another key
motivation for the hybrid algorithm is performance. Hybrid

clustering achieves improved clusters with only 10� worse
computational cost than the simple k-centers algorithm; this
cost is more than offset by the accelerated RMSD calculation.

Figure 4. Simulated two-state folding simulations generated from a reference transition matrix (a) were used to estimate transition matrices. The MLE
reversible procedure (b) shows good agreement with the reference transition matrix, while the symmetrized procedure (c) shows poor agreement with
the reference. Furthermore, as compared to the symmetrized estimate, the MLE estimate better recapitulates the reference equilibrium properties (d).

Table 2. Computational Cost of MSM Construction for Various Protein Systemsa

system # atoms # frames walltime cluster size (fmax) nstates τlag τslow

ALA 22 250000 1.0m 0.35 Å 82 10 ps 202 ps

WW 562 200000 11.6 h 5.50 Å 26104 90 ns 5.9μs

HP35 (300 K) 576 109674 2.25 h 4.00 Å 9328 10 ns 7.6μs

λ 1258 700133 1.80d 4.00 Å 20599 20 ns 2.0ms
aMSMBuilder2 was applied to various protein systems, ranging from alanine dipeptide to the λ-repressor protein. Walltimes include the cost of reading
all conformations into memory, applying k-centers until convergence, and applying 10 iterations of hybrid k-medoids. The number of states is
determined by applying k-centers clustering until the desired maximum cluster size fmax is achieved; the hybrid step typically produces little change in fmax.
The slowest observed relaxation τslow is calculated by� τlag/log(λ), where λ is the largest nonstationary eigenvalue of themodel. τlag gives a lower bound
on the time scales accessible to a given model; τslow gives an upper bound on the time scales observed in a given data set. These data suggest that the
present methods can successfully model conformational dynamics from the picosecond to millisecond time scales.
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The reversible MLE protocol builds upon previous work9,11,21

to build accurate reversible models. Besides enforcing reversi-
bility, the reversible MLE has other subtle benefits. First,
reversibility improves statistics; because a reversible MSM is
defined by a symmetric matrix Xij, the number of possible
parameters drops from n2 to (n(n � 1))/2. Second, the counts
matrix X can be visualized to gain intuition on the connectivity
properties of a system. Previously, this has typically been done
using transition path theory (TPT).33 However, TPT requires
a priori definition of initial and final states, while visualizing the
counts matrix can be done in a hypothesis-free manner.
5.2. MSMBuilder2 Implementation.MSMBuilder2 is imple-

mented as a library using the Python34 language and achieves
high performance by using optimized libraries (Numpy,35 Scipy,
Pytables36) whenever possible. The rate-limiting step in clustering,
the 3� nmatrixmultiply, is written as a small C librarywith Python
wrappings. This design framework allows both flexibility and
performance; indeed, benchmarks30 suggest that the clustering
code approaches the published peak efficiency of the benchmark
machines.We suspect that theMSMBuilder2 library will be a useful
starting point for other researchers interested in methods develop-
ment. For researchers interested in applying MSMBuilder2 to
analyze their simulations, the current protocol is captured by a
set of command-line scripts and a tutorial at https://simtk.org/
home/msmbuilder/.
5.3. Future Challenges. The advances in MSMBuilder2 re-

present significant advantages over previous methods; however,
future work will likely lead to further improvements. Clustering
remains a compromise between accuracy and speed. For full
protein data sets (g100 000 conformations), performance worse
thanO(kN) will generally be unacceptable, but other methodsmay
further improve the results shown here. Estimation of reversible
transition matrices may benefit from a Bayesian framework;16,27,28

accelerating such schemes for use in biological systems remains a
key challenge. In addition to incremental improvements in the
current protocol, more drastic changes have also been explored. In
particular, other groups have shown some success working with
incomplete partitions of conformation space and continuous time
(master equation) modeling.15,18 Finally, existing frameworks
consider clustering, ergodic trimming, and model estimation as
three distinct steps. However, these steps are coupled and jointly
contribute to modeling uncertainty. Methods that consider model
accuracy and finite sampling statistics during all stages of model
construction may further reduce modeling error.

6. CONCLUSION

Although modeling conformational change at atomic resolution
remains challenging, the MSMBuilder2 protocol yields significant
improvements in model accuracy, structural insight, and computa-
tional performance. With system sizes ranging from 22 atoms to
1258 atoms and time scales ranging from 10 ps to 2 ms, the model
systems considered here suggest that MSMBuilder2 may facilitate
simulation studies of previously inaccessible biomolecular systems.

’APPENDICES

1. Simulation Details. Alanine dipeptide was simulated using
using Gromacs 4.5.337 with the AMBER96 force field and GBSA
implicit solvent. One trajectory of length 50 ns was analyzed;
snapshots were stored every 200 fs.
The WW domain38,39 simulations were described previously;12

the authors of that work have graciously provided the trajectories

on their Web site. Simulations were performed using the AM-
BER99sb-ILDN40 force field at 395K. ForMSMconstruction, data
were stored at every 1 ns; two trajectories of length 100 μs were
analyzed.
The HP35 data set includes more than 600 simulations

(minimum length 700 ns) at 300 K. Simulations were performed
using Gromacs 4.5.3 with the Amber99sb-ILDN force field and
TIP3P water. Conformations were stored at 1 ns intervals.
Conformations were started frommore than 600 different folded
and unfolded conformations.
The λ-repressor simulations have been described previously.41

More than 700 simulations of minimum length 600 ns were
analyzed; conformations were stored at 1 ns intervals. Simula-
tions were performed at 370 K, using the ff03 force field with
TIP3P water.

2. Maximum Likelihood Estimator for Reversible MSMs.
Suppose one has observed a matrix of counts Cij; this is typically
output from the clustering and assignment stages of model
construction. To estimate a general (possibly non-reversible)
transition matrix T, one formulates the log-likelihood function

f ðTÞ ¼ ∑
ij
Cij logðTijÞ ð4Þ

Maximizing this likelihood (e.g., ref 9) leads to the following
MLE estimator of the transition matrix:

Tij ¼
Cij

∑
j
Cij

ð5Þ

Suppose one knows that the underlying data are reversible. In
that case, there exists a symmetric count matrix Xij = Xji such that

Tij ¼
Xij

∑
j
Xij

ð6Þ

Inserting this equation into f(T) yields a likelihood function
for X, where the row sums of X are defined as Xi = ∑jXij and the
row sums of C are defined as Ni = ∑jCij:

f ðXÞ ¼ ∑
ij
Cij logðXijÞ � ∑

i
Ni logðXiÞ ð7Þ

To maximize this function, one requires the partial derivatives
with respect to parameters Xij, which are given by a 6¼ b

∂f
∂xab

¼ Cab þ Cba

Xab
�Na

Xa
�Nb

Xb
ð8Þ

∂f
∂xaa

¼ Caa

Xaa
�Na

Xa
ð9Þ

Setting partial derivatives to zero:

Xaa ¼ Caa
Xa

Na
ð10Þ

Xab ¼ ðCab þ CbaÞ Na

Xa
þ Nb

Xb

� ��1

ð11Þ

This expression can be used in an iterative update proce-
dure. While others9 have suggested an approach using the
quadratic formula, we find that the current formula is effec-
tive because it can be expressed entirely as simple vector
and (sparse) matrix operations. In practice, we typically see
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convergence within 100 000 iterations; we terminate iteration
when ||π k+1 � π k|| e 10�10.
For situations with limited data, MLE estimation may require

some regularization or prior to avoid overpopulating states that
are strongly metastable but have been inadequately sampled.
Methods to achieve regularization are discussed in the following
section.

3. Incorporating Prior Pseudocounts into the Reversible
MLE. It is sometimes useful to perform estimation with some
nonzero prior; in practice, this involves adding a uniform matrix
of pseudocounts to the observed count matrix: C0

ab = Cab + α.
This procedure generally destroys sparsity structure, preventing
its use for large systems. Below, we show a method to maintain
sparsity while incorporating prior pseudocounts.
The update equation can be expressed in terms of the observed

counts Cab, the observed row sums Na, the prior pseudocount
(α) added at each matrix position, and the number of states n.

Xaa ¼ ðCaa þ αÞ Xa

nα þ Na
ð12Þ

Xab ¼ ð2α þ Cab þ CbaÞ nα þ Na

Xa
þ nα þ Nb

Xb

� ��1

ð13Þ
To simplify the computation, define two intermediate vari-

ables Qab and Rab:

Qab ¼ ðCab þ CbaÞ nα þ Na

Xa
þ nα þ Nb

Xb

� ��1

ð14Þ

Rab ¼ ð2αÞ nα þ Na

Xa
þ nα þ Nb

Xb

� ��1

ð15Þ

The update formula is now

Xab ¼ Qab þ Rab ð16Þ
The key is that Qab is sparse, and Rab has a simple functional

form that is the result of vector operations. Furthermore, the
iterative update does not require each Rab, but rather ∑iRib.
In practice, we find that this protocol remains limited by

computational performance. As an alternative, the following
regularization scheme appears to work well in practice.
Starting with the matrix Cij of counts, we construct a matrix Sij

such that Sij = 1 if Cij > 0 or Cji > 0. Thus, S is a sparse matrix with
ones for every count that was observed in either the forward or
reverse direction.When performing theMLE estimation, we use the
matrix C0 = C + αS. The effect of this is to prevent transitions with
limited statistics from being too strongly favored in one direction. In
practice,αmust be chosen such thatα∑ijSije ∑ijCij; for the data sets
in this work, α ≈ 0.1 leads to α(∑ijSij)/(∑ijCij) ≈ 0.01. The
advantages of this regularization are threefold. First, the data remain
sparse, which allows scaling up to hundreds of thousands of states.
Second, transitions that are nearly irreversible but inadequately
sampled are smoothed. Third, this method adds pseudocounts only
to transitions that were observed in the data (albeit in either the
forward or reverse directions); thus, this method cannot introduce
artifactual pathways.

4. Two State Model for Comparing Transition Matrix Estima-
tors.The two state model in Figure 4 is based on the transitionmatrix

T ¼ p 1� q
1� p q

 !
ð17Þ

where p = 0.99 and q = 0.999. Thus, folding (100 timesteps) is
approximately 10� faster than unfolding (1000 timesteps); this is
similar to the fast-folding variants of HP3542 under mildly denatur-
ing conditions (with one timestep corresponding to 10 ns). Using
this transitionmatrix, 100 trajectories of length 200 were generated
and used to estimate transition and count matrices using either the
symmetrized or reversible MLE protocols.

5. Balancing Kinetic Accuracy and Statistical Reliability.
Discretization error in MSM construction is reduced by increas-
ing either the number of states or the lagtime.9 However, these
solutions lead to statistical uncertainty due to increasing the
number of model parameters or decreasing the amount of
independent data, respectively. Thus, accurate model construc-
tion requires a careful balance between discretization and sta-
tistical error. A useful test is to consider the equilibrium proper-
ties of a sequence of models (Figure 5). We have calculated the
ensemble average RMSD to native, which gives a smooth
estimate of the stability of the folded state. For the WW protein,
well-folded conformations typically show RMSD values of 0�4
Å, with unfolded conformations ranging from 5 to 10 Å. Models
with few states (fmax g 4.5 Å) appear near the folding midpoint,
with an ensemble average RMSD of 5.54( 0.05 Å; models with
more states (fmax = 3.5, 4.0) appear considerably less folded, with a
RMSDof 6.98( 0.1Å. In general, state decompositions that are too
fine will lead to spurious irreversible transitions and inaccurate
equilibrium estimates. For the present data set (200 000 con-
formations), the 3.5 Å model has 47 684 states and lies well-within
the data-poor regime. The lack of agreement with coarser models
leads us to reject the 3.5 and 4.0 Å models. The 4.5 Å model is the
best model for the WW data, as measured by relaxation time scale
consistency (Figure 1a), correlation function analysis (Figure 1b),
and equilibrium robustness (Figure 5). Constructing a sequence of
models with increasingly many states helps identify models that
minimize both discretization and statistical error.

6. Relaxation Time Scale Analysis of Alanine Dipeptide.
We present a relaxation time scale analysis (Figure 6) of a single

Figure 5. Ensemble average RMSD to native calculated for a sequence
of models constructed from WW simulations.
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(50 ns) alanine dipeptide simulation at 300 K in GBSA implicit
solvent. In this example, the hybrid clustering provides improved
performance for all choices of clustering diameter. Furthermore,
the high-resolution models (ε e 0.45 Å) converge to a slowest
relaxation of 200 ps. The hybrid clusterings approach this value
at shorter lagtimes, particularly for the lower-resolution models
(ε ≈ 0.65 Å). The second-slowest time scale also suggests im-
proved performance by the hybrid clustering.
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ABSTRACT:Dihydrofolate reductase (DHFR) catalyzes the reduction of 7,8-dihydrofolate by nicotinamide adenine dinucleotide
phosphate hydride (NADPH) to form 5,6,7,8-tetrahydrofolate and oxidized nicotinamide. DHFR is a small, flexible, monomeric
protein with nometals or SS bonds and serves as one of the enzymes commonly used to examine basic aspects in enzymology. In the
current work, we present extensive benchmark calculations for several model reactions in the gas phase that are relevant to the
DHFR catalyzed hydride transfer. To this end, we employ G4MP2 and CBS-QB3 ab initio calculations as well as numerous density
functional theory methods. Using these results, we develop two specific reaction parameter (SRP) Hamiltonians based on the
semiempirical AM1 method. The first generation SRP Hamiltonian does not account for dispersion, while the second generation
SRP accounts for dispersion implicitly via the AM1 core-repulsion functions. These SRP semiempirical Hamiltonians are
subsequently used in hybrid quantum mechanics/molecular mechanics simulations of the DHFR catalyzed reaction. Finally,
kinetic isotope effects are computed using a mass-perturbation-based path-integral approach.

’ INTRODUCTION

Dihydrofolate reductase (DHFR; EC 1.5.1.3) catalyzes the
reduction of 7,8-dihydrofolate (H2folate) by nicotinamide ade-
nine dinucleotide phosphate hydride (NADPH) to form S-
5,6,7,8-tetrahydrofolate (H4folate) and NADP+. Its principal
function is to maintain intracellular pools of H4folate, which in
turn serves as a cofactor in one-carbonmetabolic processes and is
essential for the biosynthesis of purines, thymine nucleotides,
and several amino acids. DHFR has long been recognized as an
important target for various therapeutic purposes, in particular
the development of anticancer and antibacterial drugs, such
as methotrexate and trimethoprim, respectively.1,2 The clinical
importance of DHFR, along with its relatively modest size (159
aa in E. coli DHFR), has led many researchers to study, both
experimentally and theoretically, the catalytic mechanism and
kinetics of the NADPH-dependent hydride transfer reaction.1

The key chemical step in the catalytic cycle of DHFR involves
a stereospecific transfer of the pro-R hydrogen at the C4 position
of the nicotinamide ring in NADPH to the si-face of the C6 atom
of the pterin ring in H2folate, with concomitant protonation at
the adjacent N5 position (Scheme 1).3,4

Early kinetic studies of E. coli DHFR by Fierke et al. estab-
lished a catalytic pathway cycling between five intermediates,
including the E 3NADPH, the Michaelis complex E 3NADPH 3
H2folate, the ternary product complex E 3NADP

+
3H4folate, the

binary product complex E 3H4folate, and the product release
complex E 3NADPH 3H4folate.

5 At neutral pH, the hydride-
transfer rate in the wild-type enzyme is 220 s�1 and the rate-
determining step is the release of the product H4folate (12 s

�1),

whereas at high pH, the hydride transfer step becomes more rate
limiting, suggesting that the protonated substrate (henceforth
H3folate

+) is the reactive species for the hydride transfer
reaction.5 Thus, the traditional view is that the protonation step
precedes hydride transfer, thereby generating a resonance-stabilized
iminium intermediate that serves as a more efficient acceptor
toward the negatively charged hydride ion.4,6�8 Indeed, vibra-
tional spectroscopic studies by Callender et al. have demon-
strated that the N5 pKa of H2folate is raised from 2.6 in solution
to 6.5 in the ternary product complex with E. coliDHFR.9�12 The
elevation of the N5 pKa by four units upon complex formation is
likely an enzymatic strategy for a substantial rate enhancement

Scheme 1. Hydride Transfer Reaction Catalyzed by DHFRa

aR: adenine dinucleotide 20-phosphate. R0: p-aminobenzoyl-glutamate.

Received: July 10, 2011
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over the uncatalyzed reaction in solution. It is likely that the
hydrophobic nature of the active site pocket maintains a relatively
low permittivity, thereby lowering H3folate

+ acidity. Nevertheless,
the protonation source is a rather controversial issue: originally, it
was believed to be Asp27, being the only ionizable residue within
the binding site of E. coli DHFR.10,13,14 However, the studies of
Callender and co-workers suggested that the N5 atom is respon-
sible for the pH dependency of the reaction and that the Asp27
residue exists in a deprotonated form at physiological pH and does
not donate a proton to the substrate during enzymatic catalysis. It
has been suggested instead that the negative charge of the
carboxylate of Asp27 could stabilize the protonated substrate even
though this group is on the other side of the bound substrate
relative toN5.10,11,15 This notion was supported by computational
studies of Brooks and Rod, arguing that the protonation of the
substrate’s N5 position comes directly from the bulk solvent.16

From a structural point of view, DHFR is a small monomeric
protein (∼18 kD, 159 aa for theE. coliDHFR).17�20The substrate
and coenzyme bind in a deep hydrophobic cleft at the juncture of
the adenosine binding subdomain and the major (“loop”) sub-
domain. In its “closed” conformation, the Met20 loop (residues
9�24) lies directly over the active site, shielding the reactants from
the solvent, and is primarily responsible for determining the active
site architecture. X-ray studies in numerous ligand-bound states
show that the Met20 loop assumes four characteristic conforma-
tions with respect to the active site.20 In particular, the movement
of Met20 loop and the cycling of the βF�βG and βG�βH loops
between the closed and occluded conformations are coordinated
with the stages of the catalytic cycle.20

Early computational studies on the hydride transfer reaction
catalyzed by DHFR were typically performed for small model
systems in vacuo.21�24 In these studies, the potential energy
surface (PES) was traditionally explored at the semiempirical or
ab initio levels of theory. Subsequently, hybrid quantum-mechan-
ical/molecular-mechanical (QM/MM) studies of DHFR have
enabled the examination of environmental effects.4,25�27 Indeed,
Moliner and co-workers in their pioneering QM/MM study on
DHFR4 illustrated the importance of incorporating the enzyme’s
degrees of freedom in the study of transition state structures,
compared to those calculated for the gas phase models.4 How-
ever, the calculated free energies of reaction and activation
barriers by this approach were unrealistic compared to the
experimental data, overestimating the free energy barrier for
the enzymatic reaction, due to the inaccurate representation of
the atoms in the QM region by a semiempirical method.

Nevertheless, numerous research groups took advantage of the
computational efficiency of the hybrid semiempirical QM/MM
approach combined withmolecular dynamics (MD) simulations,
to explore the hydride transfer reaction in DHFR7,28�30 and
other related dehydrogenases.31�34 Some of these works7,28,30

attempted to compensate for the inherent errors in the semi-
empirical models by introducing correction terms. In particular,
Gready and co-workers derived correction terms for selected
configurations estimated from analogue cluster calculations at
the DFT and post-Hartree�Fock theoretical levels, and these
were applied to the activation free energy.28 However, the
authors did not manage to obtain quantitative agreement with
the experimentally observed free energy barrier. On the other
hand, Garcia-Viloca et al.,7 and more recently Brooks and
Thorpe,30 enhanced the semiempirical Hamiltonian with a simple
valence bond (SVB) correction term,35 which was parametrized to
fit two quantities: the activation free energy of 13.4 kcal/mol,

which is predicted by transition-state theory expression taking
the experimental pH-independent hydride transfer rate constant
(950 s�1 at 25 �C)5 into account, and the reaction free energy
of �4.4 kcal/mol, calculated from the reported equilibrium
constant (1700).5 The disadvantage of such an approach is that
for systems where the original QMmethod performs poorly, the
SVB term is necessarily large. This may introduce artifacts into
the vibrational frequency related to the SVB (reaction) coordi-
nate, as well as an artificial increase in energy at the end points
of the reaction coordinate.7 Such QM/MM potentials have
been employed in combination with ensemble averaged varia-
tional transition state theory with multidimensional tunneling
(EA-VTST/MT) calculations to obtain kinetic isotope effects.36

A different QM/MM approach to studying hydride transfer
reactions is the empirical valence bond (EVB) potential for the
QM region, which was developed byWarshel and Weiss37,38 and
parametrized for DHFR byHammes-Schiffer et al.39,40 andWarshel
and Liu.41 In this method, the hydride transfer reaction is repre-
sented by means of two empirical valence bond states, namely,
reactants and products. Thematrix elements between these diabatic
states are represented as MM terms which are parametrized to
reproduce experimental free energies of reaction and activation
(dictated by either the pH-independent39 or -dependent40 intrinsic
rate constants). An advantage of the EVB approach is that the
reaction coordinate can naturally be expressed in terms of a
collective entity (i.e., the energy gap between the reactant and
product diabatic states). Additionally, the EVB method is com-
putationally very efficient. On the other hand, due to its simplistic
form and depending on the parametrization strategy, the fine
details of the potential energy surface may not be described
correctly. Furthermore, the experimental assessment of intrinsic
rates in a complex kinetic cascade is limited, and the presumed
experimental rate constant is commonly a complex kinetic term
with many microscopic rate constants that cannot be distin-
guished experimentally. Therefore, using experimentally deter-
mined rate constants to parametrize the EVB terms might be
problematic. The EVB potential has been employed to incorpo-
rate nuclear quantum effects by representing the transferring
hydrogen nucleus as a 3-D vibrational wave function,39 as well as
in Feynman path-integral (PI) simulations.42 For a tabulated
summary of some prominent computational studies on the
DHFR hydride transfer reaction published in the past decade,
the reader is referred to the Supporting Information.

To the best of our knowledge, no simulation of DHFR has
gone beyond the EVB level or the semiempirical (AM1/PM3)
Hamiltonian levels, using the standard parameters. In this paper,
we first present gas-phase model calculations for the hydride
transfer reaction between H2folate andNADPH, using high-level
ab initio and density functional theory methods. Although these
models lack the contribution of the enzymatic environment, the
calculations shed light on some key thermodynamic aspects
related to the intrinsic thermochemistry of the reaction. Second,
we present an accurate potential energy surface for the hydride
transfer reaction in the enzyme E. coliDHFR, taking advantage of
the comprehensive gas phase calculations presented herein. This
potential energy surface is described by a hybrid quantum
mechanics/molecular mechanics (QM/MM) potential, where
the QM subsystem is treated by a semiempirical model that
has been specifically parametrized to reproduce ab initio and
DFT data. Consequently, the quality of such a specific reaction
parameter (SRP) model43�45 is comparable with calculations at
the ab initio and DFT levels, but at a considerably lower cost, hence



3422 dx.doi.org/10.1021/ct2004808 |J. Chem. Theory Comput. 2011, 7, 3420–3437

Journal of Chemical Theory and Computation ARTICLE

allowing us to perform long MD simulations with the full solvated
enzyme. The calibration of the AM1 Hamiltonian was performed
only for the reaction in the gas phase (i.e., the intrinsic performance
of the QM model), while the interactions with the environment
are captured via the QM/MM interaction terms. Subsequently,
the performance of the QM/MM potential was validated for the
enzymatic reaction. This is in contrast to models employed in
earlier studies, which parametrize empirical QM models such as
EVB and SVB to the experimental free energies of reaction and
activation in solution or in the enzyme. Two principle SRP models
were explored, differing in the way they treat dispersion interactions.
Nuclear quantum effects (NQE) are described using a coupled
free-energy mass-perturbation and umbrella sampling simulation
technique employing Feynman centroid path integral calcula-
tions (PI-FEP/UM).46 Thus, both the electronic structure of the
reacting system and the nuclear dynamics are treated quantum
mechanically. This method has been demonstrated in a series of
studies of chemical reactions in solution and in enzymes.44�48

’METHODOLOGY

Gas Phase QM Calculations. Model Reactions. The mol-
ecules depicted in Chart 1 represent chemical analogues of the
reacting ligands and their corresponding products involved in the
DHFR enzymatic reaction. The geometries were fully optimized
in the gas phase using the Gaussian 09 program49 and seven
different density functionals, including one generalized gradient
approximation (GGA) functional [PBEPBE (PBE)50], two hybrid
GGA functionals [PBE1PBE (PBE0)51 and B3LYP52�54], and
four hybrid meta-GGA functionals (B98,55 BB1K,56 MPWB1K,56

and M0657). For any functional, the 6-31+G(d,p) basis set was
found to give adequately converged geometries and reaction
energies (results are not shown for other basis sets). The same
geometries were recalculated with the semiempirical potential
Austin Model 1 (AM1),58 using the standard parameter scheme
within Gaussian 09. We also carried out high-level calculations
with the complete basis set method CBS-QB3,59,60 as well as the
Gaussian theory method G4MP2.61,62 The latter method pro-
vided most of the target values for reparametrization of the
AM1 Hamiltonian (vide infra).
The H2folate substrate and its corresponding H4folate product

are represented by derivatives of 6-methyl-7,8-dihydropterin and

6-methyl-5,6,7,8-tetrahydropterin. These molecular models are the
substrate and product of the DHFR catalyzed reaction, and it is
assumed that the mechanism of reduction of the 7,8-dihydropterin
is similar to that of 7,8-dihydrofolate.63 To investigate the effect
of protonation of the pyrazine’s N5 atom on thermodynamics,
two model reactions were inspected: the “protonated” model,
which involves the protonated form of the dihydropterin reactant
(6-Me-H3pterin

+), ending up in a neutral reduced tetrahydro-
pterin product (6-Me-H4pterin), and the “unprotonated”model,
in which the unprotonated dihydropterin (6-Me-H2pterin) is
reduced to a negatively charged species (6-Me-H3pterin

�).
Two conformers of the nicotinamide derivative representing

the NADP(H) cofactor were considered, distinguished by the
orientation of the carboxamide with respect to the (dihydro)-
pyridine ring: the cisoid conformer, in which the carbonyl and the
C2dC3 bond are quasi-synperiplanar, and the transoid conformer,
where these two are quasi-antiperiplanar. As the two types of
conformers were taken into account for both the reduced and
oxidized nicotinamide species (Me-H2nic and Me-Hnic+, re-
spectively), four thermodynamic pathways were computed for
each model reaction separately, as depicted in Scheme 2.
In both model reactions, the changes in electronic energy

(ΔEel), enthalpy (ΔH), and Gibbs free energy (ΔG) at 298 K
were computed for each pathway with the aforementioned
methods, according to the following general equations:

ΔXprot
r ¼ X½6-Me-H4pterin� þ X½cis=trans-Me-Hnicþ�

� X½6-Me-H3pterin
þ� � X½cis=trans-Me-H2nic�

ð1aÞ

ΔXunprot
r ¼ X½6-Me-H3pterin

�� þ X½cis=trans-Me-Hnicþ�
� X½6-Me-H2pterin� � X½cis=trans-Me-H2nic�

ð1bÞ
whereX is a general notation for Eel,H, orG, and the superscripts
Xprot andXunprot refer to the protonated and unprotonatedmodel
reactions, respectively.
Modeling the Reactant, Transition, and Product State Com-

plexes. The optimized model structure for the transition state
complex was found using the synchronous transit-guided quasi-
Newton (STQN) method64 implemented in the Gaussian 09
program,49 with all seven density functionals and the standard
semiempirical AM1 potential (the G4MP2method turned out to
be too costly for transition state optimization of the bimolecular
complex). In the case of the B3LYP functional, an empirical
Grimme-type dispersion correction was also added (denoted
B3LYP-D).65,66 The transoid conformer of theMe-H2nic subunit
was chosen, because it was found to be the most prevalent con-
former identified in X-ray crystal structures of most enzyme
active sites,67,68 in particular E. coli DHFR.20 The saddle point
was identified by a single imaginary vibrational frequency corre-
sponding to the normal mode of transferring the hydride
between the donor (C4 in the nicotinamide subunit) and
acceptor (C6 in the pterin subunit) carbons.
The reactant and product complexes, [6-Me-H3pterin

+
3 trans-

Me-H2nic] and [6-Me-H4folate 3 trans-Me-Hnic+], respectively,
were obtained by intrinsic reaction coordinate (IRC) calcula-
tions in the direction of reactants and products. The steepest
descent path in mass-scaled coordinates was followed using
100 steps of 0.1 Bohr in each direction of the reaction path

Chart 1. Main Models Subjected to Gas-Phase Calculations
in This Study
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down to the reactant and product complex wells, where the root-
mean-square gradient norms at the end points were no higher
than 0.2 kcal 3mol

�1
3Å

�1 and 0.3 kcal 3mol�1
3Å

�1 in the
forward and reverse directions, respectively. Wherever methods
accounting for dispersion (B3LYP-D and M06) were used, the
IRC calculations were performed further until the default con-
vergence criteria were reached in each IRC direction. The IRC
end points were further geometry optimized as was done for the
individual molecules.
Development of Semiempirical Specific Reaction Para-

meters. In the SRP approach,43 the semiempirical parameters
are optimized for a given system, i.e., here to treat the hydride
transfer reaction in DHFR. More specifically, AM1-SRP para-
meters were developed to reproduce electronic and thermody-
namic properties obtained from high-level QM calculations on
representative molecular models in the gas phase (vide supra).
For the majority of the modeled species, the reference method
for the AM1 parametrization was the composite Gaussian
method G4MP2,61,62 whereas target quantities associated with
models of the reactant, transition, and product state bimolecular
complexes were calculated using the B3LYP, B3LYP-D, and
M06 hybrid functionals52�54 with the 6-31+G(d,p) basis set. The
observables used as target values were enthalpies of formation,
reaction energies, geometries, dipole moments, Mulliken charges,
and vibrational frequencies.
Briefly, the current SRP strategy aims at two major goals: (1)

an electronic PES which is of high accuracy, comparable to a
high-level ab initio or DFT PES, and (2) absolute atomization
energies which give rise to accurate heats of formation. The former
goal allows the SRP model to be employed in MD simulations
where all classical thermal effects are included directly via the
propagation of Newton’s equations of motion, while all quantum
thermal effects are included via path-integral simulations or similar
methods. The latter objective serves to limit deviations from the
original AM1 parameter set (which has been optimized to
reproduce heats of formation) to a minimum, as many basic
molecular properties are treated well by AM1, although energy
values are often not sufficiently accurate for quantitative compar-
ison with experimental results. The SRP parameters are obtained
by a nonlinear optimization, starting with the original AM1
parameters as the initial input.69 The following general sequential
optimization scheme is adopted: (1) First, optimize the one-center
energies (Uss and Upp) and the resonance integrals (βs and βp),
followed by the α parameters in the core-repulsion function
(CRF). (2) Adjust the orbital exponents (ζs and ζp) together
with the previously optimized parameters. (3) Adjust the one-
center two-electron repulsion integralsGss,Gsp,Gpp,Gp2 (orGpp0),

and Hsp together with the previously optimized parameters. (4)
Include the Gaussian CRF parameters L, M, and K together with
the previously optimized parameters.
The training set for the optimizations consisted of the 12

individual molecules in Chart 1, plus the neutral nicotinamides,
trans-nic and cis-nic. Additionally, the reactant, product, and
transition states and selected structures along the IRC reaction
paths were also included. All individual molecules were fully
geometry optimized during the SRP parametrization, while the
complexes were either partially or fully optimized. Single point
calculations were carried out for the structures along the IRC.
In order to assess the importance of dispersion interactions, we

attempted to implicitly include dispersion effects into the AM1-
SRP model via the AM1 CRFs. In this approach, an improved
SRP Hamiltonian was developed which implicitly accounts for
dispersion. Themotivation for including dispersion was provided
by initial attempts to optimize the geometry of the reactant and
product complexes using standard AM1. This led to unrealistic
gas-phase structures, presumably due to the lack of dispersion
interactions in standard AM1; for example, the two fragments in
the product complexmoved far apart (see Results andDiscussion
section). In order to capture the dispersion interactions impli-
citly, an empirical Grimme-type dispersion correction was added
to the CRF in standard AM1, and thereafter all parameters in the
Gaussian AM1 terms were reoptimized to best fit this dispersion-
corrected CRF by using a nonlinear least-squares procedure (see
Appendix A for technical details). The original CRF, the added
dispersion corrections, the sum of these two terms, and the best
fit Gaussian terms for the H�H, C�C, N�N, and O�O atom
pairs are plotted in Figure 1. The sum and fitted curves for the
first three pairs are visually almost indistinguishable, and there are
merely minor variations of the standard AM1 CRF parameters
(Figure 1). In the case of theO�Opair, the fitted Gaussian terms
for oxygen, however, are not able to reproduce the attractive well
in the van der Waals region due to the presence of two positive
(repulsion) Gaussian functions (K > 0). Since oxygen is chemi-
cally less important for the DHFR reaction, the standard AM1
parameters for oxygen in the Gaussian terms were retained
except in the very last step (4) of the SRP parametrization.
The dispersion corrected CRF parameters for hydrogen, carbon,
and nitrogen were used in the subsequent optimization proce-
dure described above (fixed in steps 1�3, and adjusted in step 4).
Following the strategy outlined above, two SRP Hamiltonians

were developed and employed in the simulations on DHFR.
Specifically, an initial model termed AM1-SRP was designed,
where the target complex structures and properties employed
in the SRP development process were obtained from B3LYP.

Scheme 2. Possible Thermodynamic Pathways for the Protonated (Blue) and Unprotonated (Red) Model Reactions of the
Hydride Transfer in the Gas Phase
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In this AM1-SRP model, intermolecular dispersion effects are
not included during the parametrization process. Subsequently,
a SRP Hamiltonian which implicitly includes dispersion was
devised [termed AM1-SRP(D)]. Here, all complex structures
were obtained from B3LYP-D calculations. In both approaches,
the target data for the individual molecules were taken from
G4MP2 calculations (accounting for intramolecular dispersion)
at B3LYP optimized geometries.
Target values are presented in the Supporting Information,

along with a detailed explanation of their determination, validation
of the AM1-SRP performance, and a complete list of the modified
parameters. The AM1-SRP results presented in the Supporting
Information were obtained using the Gaussian 09 program.
Modeling QM/MM Interactions. To investigate the ability of

the developed AM1-SRP Hamiltonians to accurately model
QM/MM interactions, we computed the complexation energies
between selected QM molecules and a TIP3P water molecule.
The QM molecules are 6-Me-H3pterin

+, trans-Me-H2nic, 6-Me-
H4pterin, and trans-Me-Hnic+. For each of these QMmoieties, a
single TIP3P water molecule was placed at different hydrogen
bonding positions around the molecule, for a total of up to four
complexes per QM molecule. The QM/MM complexation en-
ergies were compared to complexation energies computed using
various high-level methods.
QM/MM Simulations of E. coli DHFR. Model of the Ternary

Complex of E. coli DHFR. The crystal structure of E. coli DHFR
with folate and the oxidized cofactor NADP+ (PDB ID code:
1rx2), originally reported by Sawaya and Kraut,20 was used to
construct the initial configuration for the present study. This
structure corresponds to the Michaelis complex of E. coli DHFR
with the Met20 loop in the closed conformation. The X-ray
crystal structure contains a total of 159 amino acid residues, 153
crystallographic waters, and the folate and NADP+ ligands,20

which were replaced by H2folate and NADPH, respectively, for

the simulation. The N5 atom on the substrate’s pyrazine ring was
protonated, as this form is thought to be the active species for the
hydride transfer reaction.11,70

On the basis of the results of Callender and co-workers,10,11,15

Asp27 was assumed to be deprotonated at neutral pH, while the
protonation states for all other ionizable residues were set
corresponding to pH 7.5,71,72 The hydrogen bonding patterns
of the ionizable residues with the surrounding environment were
visually inspected to verify that the protonation states are
reasonable. The coordinates of hydrogen atoms of the protein,
water, and coenzyme were determined using the HBUILD
facility in the programCHARMM.73,74 The possible protonation
states of histidine residues (proton on Nε, proton on Nδ, or
doubly protonated form) were determined by examination of the
hydrogen bonding interactions. Peripheral/surface His residues
were generally assumed to be positively charged. In NADPH, the
20-phosphate moiety on the adenosine ribose was treated as a
dianion, based on a pKa of ∼5.9 reported for NADP+ bound in
cytochrome P-450 oxidoreductase (P-450R).75 The coordinates
of NE2 andOE1 atoms of the carboxamide moiety in the Gln102
residue were swapped, with respect to the original solved crystal
structure, in order to form plausible hydrogen bond interactions
with the adenine group of NADPH (a similar analysis was carried
out by Brooks et al.76). Residue 37 was built as Asp37 to be
consistent with the 1RX2 PDB entry and previous work on
DHFR, although sequencing data suggest that this residue might
be Asn37.77,78 We note that the DHFR function is insensitive to
the nature of the amino acid at position 37.79 The resulting
negatively charged enzyme (�14) has dimensions of ca. 34� 42�
50 Å3. To this system, we added 14 sodium ions in random
positions outside the protein to obtain a net-neutral system, a
prerequisite for convergence of the Ewald summation method
(vide infra).80 Subsequently, the protein, ligands, crystal waters,
and counterions were embedded in a water box as detailed below.

Figure 1. The nonlinear least-squares curve fittings for pairs of hydrogen, carbon, nitrogen, and oxygen atoms. CRF is the standard AM1 core repulsion
function. Disp is the dispersion energy correction calculated using Grimme’s formula. Sum is the total energy of CRF and Disp. Fit is the Gaussian term
fitted with respect to Sum. A magnified subplot of the van der Waals region is also shown for each atom pair.
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Hybrid QM(SRP)/MM Potential Energy Surface. The hydride
transfer reaction in E. coli DHFR was described using a hybrid
QM/MM potential energy surface.

Ĥ ¼ ĤQM þ ĤMM þ ĤQM=MM ð2Þ
The system was partitioned into a QM region consisting of 69

atoms and a MM region containing the rest of the system. The
QM subsystem includes 38 atoms from the H3folate

+ substrate
(the pterin ring, the N-methylene-substituted p-aminobenzoyl
(pABA)moiety, and the NH atoms of the glutamate moiety) and
29 atoms from theNADPH coenzyme (the dihydronicotinamide
and ribose rings). In addition, two hydrogen link atoms were
introduced along the covalent bonds crossing the boundary
between the QM and the MM regions, to satisfy the valence
requirements of the QM fragments. A schematic representation
is depicted in Figure 2, where the quantum link atoms are circled.
The QM region was treated by the AM1-SRP or the AM1-

SRP(D) Hamiltonians described above. The all-atomCHARMM22
force field81 with grid-based energy correction maps (CMAP)82

for peptide dihedral angles was employed to treat the entire
protein, the substrate, and the ions, while the CHARMM27 force
field81 was used for the coenzyme. The water molecules were
represented by the three-point charge TIP3P model.83 Atom
types and parameters for the substrate were assigned by analogy
with existing functional groups, as reported by Garcia-Viloca
et al.7 For structure minimization and initial equilibration at
the pure MM level, partial atomic charges for the substrate
were assigned using the CHARMm force field (Momany-Rone)
integrated in Discovery Studio 2.5 (Accelrys Software Inc., San-
Diego, CA).
QM/MM interactions were treated by electrostatic embed-

ding wherein the MM partial atomic charges are included in the
one-electron Hamiltonian. To fine-tune the PES, QM/MM
interaction energies between the reacting fragments (QM) and
the protein (MM) were modified. The van der Waals (vdW)
parameters of the QM hydrogen atoms were changed to those
that reproduce the interaction energies for hydrogen bonded
complexes in the gas phase obtained from ab initio calculations at
the MP2/6-31G(d,p) level.84

Free-Energy Simulations—General Approach.46 We follow a
two-step procedure85 in which we first carry out Newtonian MD
simulations to determine the classical mechanical potential of
mean force (PMF) along the reaction coordinate for the hydride
transfer reaction between H3folate

+ and NADPH in the fully
solvated enzyme. Then, atoms that are directly involved in the
hydride transfer are quantized, and the configurations sampled in

MD simulations are used in path-integral simulations by con-
straining the centroid positions of the quantized particles to the
classical coordinates. This double (quantum and classical) aver-
aging scheme is formally rigorous46,85�88 and yields the QM-PMF
as a function of the centroid reaction path.89,90 In PI-FEP/UM, the
ratio of the quantum partition functions for different isotopes,
which yields the kinetic isotope effects (KIEs), is obtained by free-
energy perturbation from a light isotope mass into a heavier one
within the same centroid path-integral simulation,46 avoiding the
difference between two free-energy barriers with greater fluctua-
tions than the difference itself for the two isotopic reactions.
Consequently, the PI-FEP/UM method is unique in that it yields
accurate results for computed KIEs, including secondary KIEs.45,46

MD Simulations. MD simulations were conducted under
periodic boundary conditions (PBC), with Ewald summation
for electrostatic interactions.91 The solute was soaked in a pre-
equilibrated 65� 65� 65 Å3 cubic box of 9461 water molecules,
with its longest axis lying along the space diagonal of the box to
ensure that all protein atoms are at least 10 Å away from the edges
of the box. The final model contained 27 986 atoms. For van der
Waals and electrostatic interactions, a 13.0 Å group-based cutoff
was used. The Ewald method was employed for reciprocal space
summations between MM sites as well as for the QM/MM
interactions using a 64� 64� 64 FFT grid.91 The k value was set
to 0.340 Å�1.
All water molecules were relaxed using the adopted-basis set

Newton�Raphson (ABNR) minimization method (30 steps),
while the crystal water oxygens were harmonically restrained
to their original positions. This was followed by a 100 ps MD
equilibration of the water molecules, which were thereafter
minimized again (30 steps ABNR). Afterward, all atoms were
subjected to minimization in a stepwise fashion, to remove close
contacts in the initial protein�ligand�solvent system: (a) The
substrate and coenzyme molecules were first minimized (30 step
ABNR) while placing harmonic restraints on heavy atoms and
keeping the rest of the system fixed. The restraints were gradually
decreased to zero, while the ligands were furtherminimized (5� 30
steps ABNR). (b) The water molecules and protein molecules
were minimized (this time the ligands were held fixed) while the
harmonic restraints on their heavy atoms were gradually dimin-
ished (4 � 10 steps ABNR). (c) Eventually, the whole system
was minimized (30 steps ABNR) without any restraints.
The isothermal�isobaric ensemble (NPT) was employed at

1 atm and 298 K using the extended system pressure/temperature
(CPT) algorithm of Andersen92 with an effective mass of
500 amu and a Hoover thermostat93 with an effective mass of
1000 kcal/mol 3 ps

2. The SHAKE algorithm94 was applied to
constrain all MM bonds involving hydrogen atoms, allowing a
time-step of 1 fs. The system was gradually heated up from 48 to
298 K during five sessions of 5 ps for a total of 25 ps and
thereafter equilibrated at the target temperature (298 K) over the
course of 1 ns at the MM level of theory, with a further 200 ps of
equilibration using the QM(SRP)/MM potential.
In light of the flexibility of the protein and the structural

manipulation of the original ligands bound in the crystal struc-
ture, some issues emerged during the equilibration phase which
required intervention. This included transient introduction of
nuclear Overhauser effect (NOE) harmonic restraints on the
distance between hydride donor and acceptor carbons (C4N in
NADPH and C6 in H3folate

+, respectively), as well as on other
distances between donors and acceptors of selected hydrogen
bonds within the protein which are characteristic of the closed

Figure 2. QM/MM partitioning scheme. The dashed line divides the
QM andMM regions, and the quantum hydrogen link atoms are circled.
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conformation (for details, see the Supporting Information). All
restraints were removed 100 ps prior to commencing the
production phase.
Potential of Mean Force.The classical-mechanical potential of

mean force (CM-PMF)95 was determined using the umbrella
sampling technique, in order to sample the high-energy regions of
the potential energy surface.96 The reaction coordinate (ζ) was
defined geometrically as the difference between the lengths of the
breaking (C4NNADPH�H4N) and forming (H4N�C6H3folate+)
bonds. A total of 13 discrete regions along the reaction coordi-
nate (“windows”) were defined with a uniform spacing of 0.25 Å.
Each simulation was performed with the addition of a biasing
potential (roughly the negative of the computed PMF), and a
harmonic restraint centered at each window. The harmonic force
constants, k, ranged between 20.0 and 60.0 kcal 3mol�1

3Å
�2

[Eharm = k(ζ � ζref)
2]. Each window was equilibrated for 2 ps,

followed by a 100 ps production simulation that collected the
probability densities of configurations (F) along the reaction
coordinate (ζ) and sorted them into bins of width 0.01 Å. The
coordinates were saved every 0.5 ps, and the velocities and
positions of the last configuration generated in each window
were used to initiate the next window. The PMF curve was
obtained using the weighted histogram analysis method
(WHAM).97 To ensure convergence of the PMF, the simulations
were run until the difference between sequential PMF profiles
was less than (1 kcal/mol. The QM-PMF was obtained using a
double averaging procedure by centroid path-integral simula-
tions on configurations saved during the umbrella sampling.46,85,87

In essence, the centroid path-integral simulations yield the free
energy difference between the classical mechanical and the
quantum mechanical PMFs.46,85,87 For each isotope, a quantized
correction curve was fit to the PI simulation data using an inverted
Eckart function. The curve fitting was done using the Leven-
berg�Marquardt algorithm, and the inverted Eckart potential was
added to the CM-PMF to obtain the QM-PMF.
Kinetic Isotope Effects. For the primary KIE (kH

H/kD
H), the

pro-R hydrogen (the donated hydride, H4N) is substituted with
deuterium, whereas the secondary KIE (kH

H/kH
D) involves the

geminal pro-S hydrogen (H42N). To evaluate the KIEs, the
centroid path-integral simulations were carried out for the light
isotopic reaction, and the ratio of the partition functions between
two isotopic reactions was determined by free-energy perturba-
tion theory from the light mass into a heavier one.46 In the
present study, we quantized the donor (C4NNADPH) and acceptor
(C6H3folate+) carbons, in addition to the pro-R (H4N) and pro-S
(H42N) hydrogens connected to the donor carbon (in the
reactant state). Each quantized particle was represented by 32
beads. We used a bisection sampling technique88 in all centroid
path-integral simulations, and 10 free-particle configurations
were sampled for each of 10 200 classical configurations, yielding
a total of 102 000 path-integral sampling steps.

’RESULTS AND DISCUSSION

Gas Phase QMCalculations. Optimized Geometries.Accord-
ing to the X-ray crystal structure of synthetically prepared
6-methyl-7,8-dihydropterin-monohydrochloride-monohydrate
(6-Me-H2pterin 3HCl, which is essentially 6-Me-H3pterin

+), the
heterocyclic ring members form a perfectly planar structure.98

However, our gas phase DFT calculations, in particular at the
B3LYP/6-31G(2df,p) level, suggest that the framework of the
pyrazine ring in the dihydropterins is not completely planar, but

rather a pucker is observed as the C7 methylene carbon projects
above or below the plane formed by all other ring atoms
(Figure 3). The magnitude of deviation from the plane varies
with the selection of the method and basis set. MP2/6-311
+G(2d,p) optimization supports the nonplanar nature of 6-Me-
H3pterin

+ predicted by DFT. The discrepancy between experi-
mental results and theory could be due to crystal forces in the
experimental structure. Conversely, the observed crystal struc-
ture could be the average of two structures puckered in opposite
directions. As for the reduced equilibrium structures (6-Me-
H4pterin and 6-Me-H3pterin

�), the pyrazine ring adopts a half-
chair conformation, where C6 and C7 lie below and above the
plane, respectively, in a staggered conformation with respect to
each other, and the methyl group attached to C6 takes a pseudo-
equatorial position. These findings are in good agreement with 1H
NMR studies on tetrahydropterin derivatives (spin�spin coupling
constants measurements).99�102 A comparison of the crystal struc-
ture of 6-Me-H3pterin

+ and the computed geometry at the B3LYP/
6-31G(2df,p) level is available in the Supporting Information.
The degree of pyramidality of the C2-exocyclic amino group

can be defined by its torsion angles and tilting from the plane.
While in the 6-Me-H3pterin

+ structure, this group is nearly
coplanar with the 4-oxopyrimidine ring, it exhibits a substantial
pyramidalization in the other pterin derivatives examined. As this
amino group can be seen as a fragment of a guanidine-likemoiety,
it is relevant to mention that the solid-state structure of free base
guanidine, recently determined by X-ray diffraction,103 indicates
a nonplanar geometry with pyramidal amino groups, in accor-
dance with earlier ab initio calculations.104 A pyramidal geometry
is also exhibited at the N8 position in 6-Me-H3pterin

� (but not
in the oxidized form), as well as at the N5 site in 6-Me-H4pterin.
As for the nicotinamides, it is noteworthy that the cisoid

conformer was found to be slightly more stable in vacuo (with
the exception of the unsubstituted neutral molecules, cis/trans-nic),
while the conformer identified in X-ray crystal structures of many

Figure 3. (a) Optimized geometry of 6-Me-H3pterin
+ calculated at the

B3LYP/6-31G(2df,p) level of theory. (b) Superimposition of the X-ray
crystal structure of 6-methyl-7,8-dihydropterin-monohydrochloride-
monohydrate (green) with the computed geometry of 6-Me-H3pterin

+

(purple). Isotropic and anisotropic temperature factors corresponding
to atoms in the crystal structure are represented by thermal ellipsoids.



3427 dx.doi.org/10.1021/ct2004808 |J. Chem. Theory Comput. 2011, 7, 3420–3437

Journal of Chemical Theory and Computation ARTICLE

enzyme active sites is the transoid form.20,67,68 One may attribute
the preference of the transoid species in the enzyme to specific
interactions with the environment (hydrophilic/hydrophobic,
polar/nonpolar), which may offset the relatively small energy
difference between the two conformers.105 There are some
noticeable differences between the geometries of the cisoid and
the transoid conformers. The degree of distortion of the carbox-
amide group with respect to the pyridine plane can be expressed
in terms of the dihedral angle C2�C3�C7dO8 (Chart 1), as
the difference between a “perfect” antiperiplanar angle (180�, for
the transoid conformer) or synperiplanar angle (0�, for the cisoid
conformer) and the actual dihedral. Calculations with B3LYP/
6-31G(2df,p) suggest that in the transoid species, the carbox-
amide is rotated substantially out-of-plane, with distortions of
18.4�19.7� and 27.5�28.4� for the dihydronicotinamides and
their corresponding oxidized counterparts. However, the out-of-
plane rotations observed in the cisoid conformers are consider-
ably smaller, with values of ca. 2.1� and 13.0�13.2� for H2nic and
Hnic+ derivatives, respectively. These observations are in agree-
ment with previous theoretical studies.105�108 In the X-ray crystal
structure of the ternary complex ecDHFR:folate:NADP+ (PDB
code: 1rx2) used in the QM/MM simulations in this study, the
nicotinamide subunit is found in its transoid conformer, with out-
of-plane distortion of only 6� (Figure 4). Moreover, in most of the
transoid conformers, there is a considerable pyramidalization of the
amide nitrogen. These two geometric features of the carboxamide
—the out-of-plane distortion and the N-pyramidalization—help
to relieve unfavorable steric interactions between the NH2 group
and C2�H bond in the pyridine ring.
The 1,4-dihydropyridine ring skeleton in both unsubstituted

and N-Me-substituted dihydronicotinamides is nearly planar,
and no apparent puckering into a boat conformation is observed.
This finding is in accord with X-ray data for some synthetically
produced and isolated N-substituted nicotinamides, which are
essentially planar in the dihydropyridine ring system.109,110

Model Reactions. In Table 1, the calculated energies, enthal-
pies, and free energies at room temperature are given for the
“protonated” (a) and “unprotonated” (b) model reactions invol-
vingN-methyl substituted nicotinamides. The results are reported
separately for each of the four thermodynamic pathways described
in the Methodology section (eqs 1a, 1b).
All methods except AM1 predict an exothermic (and exergonic)

reaction for the “protonated”model. The reaction energies can be
ordered in absolute magnitude as follows: cisoid f transoid <

cisoid f cisoid ≈ transoid f transoid < transoid f cisoid (this
trend is opposite for the “unprotonated” model). The variation
between these pathways stems from the slightly higher energy of
the transoid conformer of the nicotinamide species relative to its
cisoid counterpart, either in the reduced or oxidized form. For
the density functionals, the relative order of ΔEel (and generally
also of ΔHr and ΔGr) in absolute values is PBEPBE < M06 <
PBE1PBE < BB1K ≈ MPWB1K < B3LYP ≈ B98. The results
obtained with CBS-QB3 and G4MP2 are almost identical yet
considerably more exothermic than those obtained from DFT
(ΔEel being ∼3 kcal/mol more negative than in the case of
B3LYP, which is closest to the ab initio target data).
On the other hand, the “unprotonated” model reaction was

found to be highly endothermic (and endergonic) with most of
the computedΔGr values ranging between 120 and 134 kcal/mol.
This emphasizes the crucial role of N5-protonation at the
pyrazine ring of pterin in facilitating a thermodynamically feasible
hydride transfer from dihydronicotinamide to dihydropterin in
the gas phase.
Reaction, Transition, and Product Complexes. The diagram

in Figure 5 compares the relative energies of the reactant,
transition, and product states (RS, TS, and PS), for the reaction
6-Me-H3pterin

+ + trans-Me-H2nicf 6-Me-H4pterin + trans-Me-
Hnic+, using AM1 and various density functionals.
Focusing on the bimolecular complexes, we define the energy

barrier,ΔE‡, as the energy gap between the TS and RS complexes,
and the reaction energy ΔEr as the difference between the PS
and RS complexes. These quantities are poorly predicted by
the standard AM1 method, as demonstrated by a high barrier
(ΔE‡ = 27.8 kcal/mol) and a slightly endothermic reaction
(ΔEr = 1.9 kcal/mol). The DFT methods suggest a much lower
barrier and an exothermic reaction. The gradient corrected
functional PBEPBE, which does not contain Hartree�Fock
exchange, yields the lowest barrier, ΔE‡ = 3.5 kcal/mol. There
is good agreement between the functionals B3LYP, BB1K,
MPWB1K, and M06, while B3LYP-D gives a slightly lower
barrier. It is interesting to note that the computed gas-phase
barriers (e.g., using M06, ΔE‡ = 12.2 kcal/mol) are quite similar
to the experimental free-energy barrier in the enzyme, 13.4 kcal/mol.5

The effect of dispersion is clearly seen by inspecting the
energies of the fully separated molecules relative to the RS/PS
complexes. Using the M06 and B3LYP-D functionals, which
both account for dispersion interactions, there is a considerable
additional stabilization of the complexes. At the B3LYP-D level,
this dispersion effect may be estimated directly by comparing
with B3LYP, yielding ca. 11 kcal/mol for the RS and PS. We note
that the PS complexes presented in Figure 5 correspond to a
nearly T-stacked conformation between the pterin and nicotina-
mide rings, similar to that found in DHFR. For methods that
include dispersion, an additional minimum configuration corre-
sponding to planar stacking between the rings is found. This
point is discussed further below.
Considering the close agreement between B3LYP and M06

for the current system, we employ B3LYP (and B3LYP-D) as
target data for the complexes in the SRP parametrization process.
This choice is consistent with the target data for the individual
molecules being taken from the G4MP2 approach, which
employs B3LYP geometries and thermodynamic data.
SRP Development. The AM1 parameters were reoptimized

against high-level QM results, obtained from G4MP2 calcula-
tions as well as B3LYP and B3LYP-D calculations with the
6-31+G(d,p) basis set. The properties used as target values

Figure 4. Superimposition of the oxidized nicotinamide portion in
three models: segment from the NADP+ cofactor (green), coordinates
taken from the crystal structure of E. coli DHFR ternary complex
(PDB ID: 1rx2), trans-Me-Hnic+ (blue), and trans-Hnic+ (red) com-
puted with B3LYP/6-31G(2df,p). Note the differences in the orienta-
tion of the carboxamide relative to the pyridine ring.
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included heats of formation, dipole moments, Mulliken charges,
and vibrational frequencies of the individual species. Further-
more, the reaction energies for the model complexes also served
as reference data that contributed to the fitness function of the
SRP model (vide infra), in order to improve the accuracy of the
resulting PES.
Determination of the target heats of formation required some

caution, as we are interested in a purely electronic structure
description of the potential energy surface, while nuclear classical
and quantum effects are added only at a later stage during enzyme
simulations. Therefore, any thermal contribution should be
excluded. On the other hand, the AM1 energies are originally
interpreted in terms of heats of formations.58 In the present
AM1-SRP reparametrization, we mainly use ab initio and DFT
energies as target data, and therefore the resulting AM1-SRP
energies will mimic electronic energies. This allows the AM1-SRP
models to be employed in molecular dynamics simulations where
all classical thermal effects are included directly via the propagation
of Newton’s equations of motion, while all quantum thermal
effects are included via path-integral simulations.
Table 2 compares the root-mean-square deviations (RMSD)

from the target data for various properties calculated at the

optimized geometries in three parametrization schemes: stan-
dard AM1, AM1-SRP, and AM1-SRP(D). The target data for the
14molecules are the same for the three parametrization schemes.
The AM1-SRP parametrization did not involve the heats of
formation of the pterin molecules due to the large gap between
the corresponding target and AM1 values, an obstacle which was
circumvented by minimizing the errors associated with related
relative energies (see Table 3). Indeed, AM1-SRP produced the
smallest RMSD errors in relative energies among the parame-
trization schemes, and the quality of the individual heats of
formations was considerably improved by ca. 8 kcal/mol when
going from standard AM1 to AM1-SRP. There were significant
changes in the AM1-SRP(D) parameters compared with stan-
dard AM1, in particular in the Gaussian terms. This further
reduced the RMSD error in the heats of formation to ca. 1 kcal/mol,
including the pterin species (whose heats of formation were
incorporated in the training set of AM1-SRP(D)). At the same
time, the error in the relative energies was increased only slightly
relative to AM1-SRP, making its energetic accuracy comparable
to the latter. The RMSD error for the vibrational wavenumbers
was reduced by 29 cm�1 and 55 cm�1 in AM1-SRP and AM1-
SRP(D), respectively, relative to AM1. On the other hand, the

Table 1. Energetics Calculated for the “Protonated” (a) and “Unprotonated” (b) Model Reactions in the Gas Phasea

Part a

cisoid f cisoidb cisoid f transoidc transoid f transoidd transoid f cisoide

method ΔEel ΔHr ΔGr ΔEel ΔHr ΔGr ΔEel ΔHr ΔGr ΔEel ΔHr ΔGr

AM1 7.4 8.5 9.0 9.8 7.1 7.6 5.5 6.4

B3LYP/6-31+G(d,p) �7.5 �6.9 �6.6 �5.6 �5.0 �4.6 �7.7 �7.0 �7.0 �9.6 �9.0 �9.0

PBE1PBE/6-31+G(d,p) �6.7 �6.1 �5.6 �4.7 �4.0 �3.8 �6.9 �6.3 �6.5 �8.8 �8.3 �8.3

PBEPBE/6-31+G(d,p) �5.3 �4.6 �4.2 �3.5 �2.7 �2.8 �5.2 �4.7 �4.8 �7.0 �6.6 �6.2

B98/6-31+G(d,p) �7.6 �7.0 �6.5 �5.7 �5.1 �5.5 �7.7 �7.2 �7.8 �9.6 �9.1 �8.7

BB1K/6-31+G(d,p) �7.0 �6.5 �5.7 �4.9 �4.5 �4.5 �7.3 �6.8 �7.2 �9.4 �8.9 �8.5

MPWB1K/6-31+G(d,p) �7.1 �6.7 �5.5 �5.0 �4.5 �5.1 �7.4 �6.9 �7.8 �9.5 �9.1 �8.2

M06/6-31+G(d,p) �6.3 �5.8 �4.8 �4.5 �4.0 �2.2 �6.6 �6.0 �4.8 �8.4 �7.9 �7.4

G4MP2 �10.7 �10.1 �9.5 �8.7 �8.1 �7.6 �10.0 �9.5 �9.0 �12.0 �11.5 �10.9

CBS-QB3 �10.8 �10.1 �9.8 �8.7 �8.0 �7.7 �10.2 �9.6 �9.5 �12.2 �11.7 �11.6

Part b

cisoid f cisoidf cisoid f transoidg transoid f transoidh transoid f cisoidi

method ΔEel ΔHr ΔGr ΔEel ΔHr ΔGr ΔEel ΔHr ΔGr ΔEel ΔHr ΔGr

AM1 129.6 130.7 131.1 132.0 129.2 129.8 127.7 128.6

B3LYP/6-31+G(d,p) 125.1 124.9 125.1 127.0 126.8 127.1 124.9 124.8 124.7 123.0 122.8 122.7

PBE1PBE/6-31+G(d,p) 127.2 126.8 127.2 129.2 128.8 129.0 127.0 126.5 126.3 125.1 124.5 124.5

PBEPBE/6-31+G(d,p) 121.7 121.1 121.2 123.5 122.9 122.6 121.8 120.9 120.5 120.0 119.1 119.1

B98/6-31+G(d,p) 125.5 124.9 125.4 127.4 126.9 126.3 125.4 124.8 124.0 123.6 122.9 123.1

BB1K/6-31+G(d,p) 131.4 131.0 131.8 133.6 133.0 133.0 131.2 130.7 130.3 129.1 128.6 129.1

MPWB1K/6-31+G(d,p) 131.7 131.2 132.5 133.9 133.3 132.9 131.5 131.0 130.2 129.3 128.8 129.8

M06/6-31+G(d,p) 129.0 128.2 129.0 130.8 130.1 131.6 128.7 128.0 129.0 126.9 126.2 126.4

G4MP2 124.9 124.3 124.7 126.9 126.3 126.5 125.6 125.0 125.1 123.6 123.0 123.2

CBS-QB3 125.2 124.6 124.7 127.2 126.7 126.8 125.8 125.1 125.0 123.7 123.0 122.9
aΔEel is the change in electronic energy;ΔHr andΔGr are the respective enthalpy and free energy changes at 298.15 K and 1 atm (including zero-point
contributions). b 6-Me-H3pterin

+ + cis-Me-H2nic h 6-Me-H4pterin + cis-Me-Hnic+. c 6-Me-H3pterin
+ + cis-Me-H2nic h 6-Me-H4pterin + trans-

Me-Hnic+. d 6-Me-H3pterin
+ + trans-Me-H2nic h 6-Me-H4pterin + trans-Me-Hnic+. e 6-Me-H3pterin

+ + trans-Me-H2nic h 6-Me-H4pterin + cis-
Me-Hnic+. f 6-Me-H2pterin + cis-Me-H2nich 6-Me-H3pterin

� + cis-Me-Hnic+. g 6-Me-H2pterin + cis-Me-H2nich 6-Me-H3pterin
� + trans-Me-Hnic+.

h 6-Me-H2pterin + trans-Me-H2nic h 6-Me-H3pterin
� + trans-Me-Hnic+. i 6-Me-H2pterin + trans-Me-H2nic h 6-Me-H3pterin

� + cis-Me-Hnic+.
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RMSD of the bond lengths, bond angles, and atomic charges
calculated with AM1-SRPwere slightly increased relative to AM1
by 0.01 Å, 1.6�, and 0.11e, whereas AM1-SRP(D) did somewhat
better with 0.02 Å, 0.1�, and 0.04e, respectively. However, their
overall quality was considered to be acceptable in light of the

large improvements for the energies and vibrational frequencies.
The dipole moments calculated with all three schemes were of
similar quality.
Table 3 provides further insight into the quality of selected

relative energies obtained with each Hamiltonian. It lists the
deviations for various reactions involving four and two species
(classes I and II, respectively), with respect to the reference
entries. As demonstrated by the total RMSD error for each class,
AM1-SRP performs better for reactions of class I, while generally
AM1-SRP(D) treats class II transitions more accurately (though
to a less pronounced degree).
Having the tailored semiempirical Hamiltonians in hand, some

structural and thermodynamic features of the reactant, transition,
and product state complexes were analyzed and compared
against the target DFTmethods (Table 4). The analysis includes
geometric relations between the hydride-donating and accepting
carbons (C40 and C6, respectively) and the transferring hydride
itself, as well as the imaginary vibrational frequency and ener-
getic relations. The three complexes are depicted in Figure 6,
comparing geometries that were obtained using DFT and SRP
Hamiltonians.
Overall, there is good qualitative agreement between the

computed semiempirical structures of the reactant and transition
state complexes and the corresponding DFT reference struc-
tures, and the improvements of the SRP Hamiltonians over
standard AM1 are substantial. In particular, the AM1-SRP
Hamiltonian is able to reproduce the imaginary vibrational
frequency of the reactive normal mode in the transition state as

Figure 5. The relative energies (kcal/mol) of the reactant, transition, and product states associated with the reaction 6-Me-H3pterin
+ + trans-Me-H2nic

f 6-Me-H4pterin + trans-Me-Hnic+. The fully separated reactants and products are represented by RS (separated) and PS (separated), respectively,
where RS (complex) and PS (complex) refer to the corresponding bimolecular complexes.

Table 2. RMSD Errors for Properties Calculated at Opti-
mized Geometries Using AM1, AM1-SRP, and AM1-SRP(D),
with Respect to Target Values (G4MP2)

properties AM1 AM1-SRP AM1-SRP(D)

heats of formationa (kcal/mol) 12.1 3.8 1.3

relative energiesb (kcal/mol) 9.5 1.9 2.2

bond lengthsc (Å) 0.02 0.03 0.04

bond anglesc (deg) 1.8 3.4 1.9

vibrational wavenumbersd (cm�1) 108 78 52

Mulliken atomic chargesc (e) 0.16 0.27 0.20

dipole momentse (D) 1.27 1.08 (1.47)
aThe statistics refer to nicotinamide derivatives only. The target heats of
formation for the pterin species were far off the AM1 values and were
thus omitted from the calibration set for AM1-SRP [but included in the
AM1-SRP(D) parametrization]. bThe statistics refer to the reactions
described in Table 3. cThe statistics refer to all 14 individual species.
dThe statistics refer to wavenumbers larger than 2500 cm�1 for all 14
individual species. eThe statistics refer to eight neutral species out of the
14 individual species. Dipole moments were not included as reference
data in the parametrization of AM1-SRP(D), hence the parentheses.
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predicted by B3LYP/6-31+G(d,p) calculations (i.e.,�880 cm�1 vs
�838 cm�1). On the other hand, the calculated imaginary
frequency of the TS complex with AM1-SRP(D), �960 cm�1,
resembles more that predicted by M06, �953 cm�1, than the
corresponding B3LYP-D value, �716 cm�1.
The energetic profiles obtained at different theoretical levels are

presented in Figure 7. As expected, the AM1-SRP complexation
energies are fairly close to those ofB3LYP (�9.3 and�10.7 kcal/mol
for RS, �3.0 and �7.2 kcal/mol for PS, respectively), while the
AM1-SRP(D) results are similar to those of B3LYP-D (�22.8
and �22.0 kcal/mol for RS, �25.2 and �27.0 kcal/mol for PS;
the counterpoise corrections for basis set superposition error
(BSSE) with B3LYP-D are 1.5 and 2.1 kcal/mol for RS and PS,
respectively). The barrier height obtained with AM1-SRP is
10.7 kcal/mol, comparable to 11.2 kcal/mol with B3LYP, while
that obtained with AM1-SRP(D) is 13.6 kcal/mol, which is
somewhat higher than the target value 9.2 kcal/mol obtained with
B3LYP-D. In comparison, theM06 barrier height is 12.2 kcal/mol.
An in-depth analysis of the RS and PS complexes will be
presented below.
A detailed inspection of the geometry optimizations of the RS

and PS complexes reveals that the PES in these regions is very flat
with several plausibleminima, particularly in the PS region. Using
B3LYP and the AM1-SRP Hamiltonian, we could attain reason-
able geometries of the RS and PS complexes via the IRC path
from the TS only down to a certain point away from the TS in
either direction (these structures are presented in Figure 6).

Full geometry optimization of the RS and PS complexes in the
gas phase yielded highly distorted minimum structures, with no
stacking, which do not resemble the configuration in the DHFR
active site. As the twomolecular segments in these complexes are
weakly bound in the van derWaals region (>3.5 Å), it is necessary
to include dispersion interactions (which are missing in the AM1
formalism) to accurately reproduce these geometries. Further-
more, the target complexes for AM1-SRP were derived from
B3LYP calculations which do not include much dispersion.
Indeed, the introduction of dispersion by means of B3LYP-D
enabled us to obtain plausible minimum RS and PS geometries.
B3LYP-D and M06 optimizations of the PS both reveal two

possible minimum configurations, with regard to the orientation
of the nicotinamide ring toward the pterin fragment. (a) First is a
“T-stacked” configuration, where the nicotinamide ring lies in a
quasi-perpendicular plane with respect to the pterin ring. With
this orientation, the complexation energy obtained with B3LYP-
D is �18.1 kcal/mol, while M06 affords a related minimum
geometry with a complexation energy of �17.6 kcal/mol. (b)
Next is a fully “stacked” configuration, in which the rings are
stacked one on top of the other, which corresponds to the global
minimum of the PES of the PS complex (Figures 6 and 7).
The B3LYP-D structure (complexation energy:�27.0 kcal/mol)
is almost identical to the fully stacked complex obtained with
M06 (�23.3 kcal/mol) and resembles that obtained with AM1-
SRP(D) (�25.2 kcal/mol). With AM1-SRP(D), we could not
find a partially T-stacked configuration, suggesting that this

Table 3. Signed Errors of Relative Energies (kcal/mol) Calculated with the AM1-SRP andAM1-SRP(D) Parameters, with Respect
to the Target Data (G4MP2)a

signed error (kcal/mol)

class reaction AM1 AM1-SRP AM1-SRP(D)

I 6-Me-H3pterin
þ þ trans-Me-H2nic f 6-Me-H4pterin þ trans-Me-Hnic þ 17.1 1.0 3.1

6-Me-H3pterin
þ þ cis-Me-H2nic f 6-Me-H4pterin þ cis-Me-Hnic þ 18.2 1.9 4.2

6-Me-H3pterin
þ þ trans-H2nic f 6-Me-H4pterin þ trans-Hnic þ 14.2 �2.3 �1.1

6-Me-H3pterin
þ þ cis-H2nic f 6-Me-H4pterin þ cis-Hnic þ 15.1 �1.4 �0.2

6-Me-H2pterin þ trans-Me-H2nic f 6-Me-H3pterin
� þ trans-Me-Hnic þ 3.8 0.6 2.0

6-Me-H2pterin þ cis-Me-H2nic f 6-Me-H3pterin
� þ cis-Me-Hnic þ 4.8 1.6 3.1

6-Me-H2pterin þ trans-H2nic f 6-Me-H3pterin
� þ trans-Hnic þ 0.9 �2.7 �2.2

6-Me-H2pterin þ cis-H2nic f 6-Me-H3pterin
� þ cis-Hnic þ 1.8 �1.7 �1.3

RMSD 11.7 1.8 2.5

II 6-Me-H3pterin
þ f

H �
6-Me-H4pterin 15.7 1.6 1.3

6-Me-H2pterin f
H �

6-Me-H3pterin
� 2.4 1.3 0.2

trans-Me-H2nic f
H � trans-Me-Hnic þ 1.4 �0.6 1.8

cis-Me-H2nic f
H � cis-Me-Hnic þ 2.5 0.3 3.0

trans-H2nic f� H � trans-Hnic þ �1.5 �3.9 �2.4

cis-H2nic f� H � cis-Hnic þ �0.6 �3.0 �1.5

cis-nic f trans-nic 0.5 0.3 0.6

RMSD 6.1 2.1 1.8
aClasses I and II assemble relative energies involving four and two species, respectively.
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method might “over-stack” the PS complex. The greater stability
of the fully stacked complexes may be attributed to the presence
of dispersion interactions, hydrogen bonding interactions within
the bimolecular complex, and close contacts between the π
systems in the nicotinamide and pterin rings.
The gradient norm of the product complex during AM1-

SRP(D) geometry optimization is plotted in Figure S1 (Sup-
porting Information). The gradient is greatly reduced in the
first steps. The PES then becomes quite flat and shallow.
Thus, the structure of the product complex seems to be highly
flexible, and many arrangements of the two molecular segments
have relatively small gradients. The use of less stringent conver-
gence criteria in the AM1-SRP(D) geometry optimiza-
tion would have led to termination after about 100 cycles, at a
structure close to the T-stacked configuration obtained with
B3LYP-D (Figure S1).
QM/MM Interactions. To investigate the ability of the AM1-

SRP Hamiltonians to accurately model QM/MM interactions,
we computed the complexation energies between selected QM
moieties (6-Me-H3pterin

+, trans-Me-H2nic, 6-Me-H4pterin, and
trans-Me-Hnic+) and a TIP3P water molecule. For each of these
QM moieties, a single water molecule was placed at different
hydrogen bonding positions around the molecule, for a total of
14 QM/MM complexes (Table S8a, Supporting Information).
The QM/MM interaction energies were computed using
AM1, AM1-SRP, or AM1-SRP(D) and a TIP3P water molecule.
These interaction energies were compared with data from
M06, B3LYP-D, B3LYP, and HF, all in conjunction with the

Table 4. Geometric and Thermodynamic Properties of the Reactant, Transition and Product State Complexes in the Gas Phase,
Calculated with Different Hamiltoniansa

R (Å)

complex method C40�H C6�H C40�C6 —C40�H�C6 (deg) IFreq (cm�1) ΔE (kcal/mol)

reactant state AM1b 1.128 2.640 3.636 146.61 0.0

B3LYP/6-31+G(d,p)b 1.110 2.996 3.863 135.95 0.0

AM1-SRPb 1.110 2.551 3.593 155.91 0.0

B3LYP-D/6-31+G(d,p)c 1.103 2.751 3.500 124.85 0.0

AM1-SRP(D)c 1.087 2.283 3.170 137.49 0.0

M06c 1.104 3.301 3.944 118.15 0.0

transition state AM1 1.411 1.363 2.763 169.81 �1385 27.8

B3LYP/6-31+G(d,p) 1.309 1.409 2.715 174.61 �838 11.2

AM1-SRP 1.317 1.348 2.633 162.43 �880 10.7

B3LYP-D/6-31+G(d,p) 1.280 1.396 2.664 169.09 �716 9.2

AM1-SRP(D) 1.308 1.322 2.602 163.18 �960 13.6

M06 1.313 1.362 2.667 171.01 �953 12.2

product state AM1b 2.512 1.136 3.507 145.37 1.9

B3LYP/6-31+G(d,p)b 2.533 1.110 3.613 163.96 �4.3

AM1-SRPb 2.514 1.116 3.503 147.07 �2.8

B3LYP-D/6-31+G(d,p)c,d 2.679 1.110 3.632 143.52 �4.6

(5.069) (1.100) (5.394) (101.32) (�13.5)

AM1-SRP(D)c 4.248 1.092 4.748 110.82 �9.3

M06c,d 2.499 1.107 3.443 142.35 �4.2

(5.034) (1.107) (5.706) (107.44) (�9.8)
aC40 is the donor carbon in the nicotinamide subunit, C6 is the acceptor carbon in the pterin subunit, and H denotes the transferring hydride. IFreq
is the imaginary frequency, and ΔE is the relative energy with respect to the reactant complex. bThe final structure was obtained using IRC
calculations. cThe final structure was obtained using geometry optimization. dValues without parentheses refer to the local minimum structure with a
“T-stacked” configuration. Values in parentheses refer to the fully stacked configuration, which corresponds to the global minimum on the potential
energy surface.

Figure 6. Structures of the reactant, transition, and product state
complexes in the gas phase. The superimposed geometries were
obtained by calculations at a DFT and a related semiempirical level.
Structures are shown for two pairs of methods: B3LYP/6-31+G(d,p)
and AM1-SRP and B3LYP-D/6-31+G(d,p) and AM1-SRP(D). The
product state complexes represent the T-stacked configuration for B3LYP
and AM1-SRP optimized structures and the fully stacked configuration
for the B3LYP-D and AM1-SRP(D) optimized structures.
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6-31+G(d,p) basis set. BSSE corrections were included for the
DFT methods but not for HF. The different semiempirical
QM/MM methods give similar interaction energies, indicating
that the SRP optimization process did not introduce artificial
polarization of the molecules (Table S8b and Figure S2, Supporting
Information). The QM/MM methods predict slightly weaker
complexes thanM06 and B3LYP-D (RMSDs of 2.6�4.4 kcal/mol),

while they are in good agreement with B3LYP and HF (RMSDs
between 1.2 and 2.4 kcal/mol).
Enzyme Simulations. Classical Potential of Mean Force.

Figure 8 shows the classical mechanical PMF (CM-PMF) for
the hydride transfer reaction in DHFR obtained from free energy
MD simulations, using the AM1, AM1-SRP, and AM1-SRP(D)
QM/MMHamiltonians. We note that these data are not directly
comparable to experimental results as NQEs are not yet included
at this stage. The AM1/MM Hamiltonian substantially over-
estimates the free energy barrier (ΔG‡ = 36.3 kcal/mol) and
predicts an endothermic reaction (ΔGr = 6.3 kcal/mol). The
transition state (the free energy bottleneck of the PMF) for the
QM(AM1-SRP)/MM Hamiltonian is located at ζ‡ = �0.089 Å,
whereas that of the QM(AM1-SRP(D))/MM Hamiltonian is
placed at ζ‡ = �0.045 Å. Both are relatively late compared to
that reported by Gao and co-workers in recent QM/MM studies
(ζ‡=�0.145Å) on ecDHFR, which utilized the AM1Hamiltonian
with SVB correction (vide supra).7,8 We further note that the end
points of the AM1-SRP and AM1-SRP(D) QM/MM free energy
profiles are smooth and show no artificial free-energy increase.
The classical free energies of reaction and activation extracted
from the QM(AM1-SRP)/MM-based free energy profile are
�6.4 and 15.9 kcal/mol. The CM-PMF obtained by the en-
hanced Hamiltonian, QM(AM1-SRP(D))/MM, predicts a clas-
sical mechanical free energy barrier which is narrower and slightly
lower (ΔG‡ = 14.7 kcal/mol), and the reaction is more exergonic
(ΔGr = �9.3 kcal/mol) by 3 kcal/mol. The considerable
stabilization of the product state by ca. 5 kcal/mol compared
with the experimental data is possibly amanifestation of the “over-
stacking” phenomenon already encountered with the AM1-
SRP(D) in the gas phase (vide supra). Finally, the differences

Figure 7. The relative energies of the reactant, transition and product states associated with the reaction 6-Me-H3pterin
+ + trans-Me-H2nicf 6-Me-

H4pterin + trans-Me-Hnic+, for standard AM1, B3LYP/6-31+G**, B3LYP-D/6-31+G**, M06/6-31+G**, AM1-SRP, and AM1-SRP(D). The sums of
the energies of the individual subunits for the reactants and products are represented by RS (separated) and PS (separated), respectively, where RS
(complex) and PS (complex) refer to the corresponding bimolecular complexes.

Figure 8. Computed classical potentials of mean force for the hydride
transfer reaction catalyzed by E. coliDHFR at 298 K, obtained with three
different QM/MM schemes distinguished by the semiempirical treat-
ment of theQM region: AM1/MM(green), AM1-SRP/MM(blue), and
AM1-SRP(D)/MM (red). The reaction coordinate is defined as the
difference between the distances of the transferring hydride and the
donor and acceptor carbon atoms.
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in the free energy barrier width among the three QM/MM
Hamiltonians are consistent with the trends in the imaginary
vibrational frequency of the transition state in the gas phase
obtained from the corresponding semiempirical schemes. Accord-
ing to Table 4, the imaginary wavenumbers in absolute values are
ordered as follows: AM1 > AM1-SRP(D) > AM1-SRP. Indeed,
theQM(AM1)/MM free energy profile has the narrowest barrier,
that of QM(AM1-SRP(D))/MM is wider, and the QM(AM1-
SRP)/MM Hamiltonian yields a PMF with the widest barrier.
Quantum Potential of Mean Force. The QM-PMF is ob-

tained from Feynman path-integral calculations,46,86,88 in which
the centroid positions of the discrete paths of quantized particles
are used to specify the reaction coordinate.46,89,90 The “quan-
tum” free energy profiles displayed in Figure 9 describe the
hydride transfer reaction with the two SRP QM/MM Hamilto-
nians. Using QM(AM1-SRP)/MM, the inclusion of NQE in the
simulations46 lowers the computed free energies of activation for
the hydride and deuteride transfer by 2.1 and 1.4 kcal/mol,
respectively, relative to the “classical” free energy barrier. The
resulting quantum free energies of reaction and activation for the
hydride transfer,�6.4 and 13.8 kcal/mol, are in good accord with
the corresponding experimental results (�4.4 and 13.4 kcal/mol).5

The quantum corrections for the AM1-SRP(D)/MM CM-PMF
are very similar, 2.2 and 1.5 kcal/mol for hydride and deuteride,
so that the predicted free energy barrier (12.5 kcal/mol) is in
close agreement with experimental results. The free-energy
results demonstrate that the present QM/MM and path integral
methods can provide an adequate description of the hydride
transfer reaction in DHFR.
Kinetic Isotope Effects. The computed primary (kH

H/kD
H) and

secondary (kH
H/kH

D) KIEs for the hydride transfer reaction in
DHFR at 298 K are 3.51( 0.14 and 1.18( 0.06 with QM(AM1-
SRP)/MM and 3.49 ( 0.16 and 1.11 ( 0.04 with QM(AM1-
SRP(D))/MM, respectively. These values are in good agreement
with the experimental intrinsic KIEs measured by Kohen and co-
workers (kH

H/kD
H = 3.55 ( 0.17; kH

H/kH
D = 1.13 ( 0.01),72

providing additional evidence for the accuracy of our computa-
tional treatments. These KIEs are also in good agreement with
various QM/MM calculations (e.g., refs 7 (2� KIEs = 1.13) and
39 (1� KIEs = 3.4 ( 0.6)), but here the same method is within
experimental error for both 1� and 2� KIEs.

’SUMMARY

In the current work, we presented extensive benchmark
calculations for several model reactions in the gas phase that
are relevant to the DHFR catalyzed hydride transfer. We
employed G4MP2 and CBS-QB3 ab initio calculations as well
as numerous density functional methods. Using these results as
target data, we developed two specific reaction parameter (SRP)
Hamiltonians by reparametrization of the semiempirical AM1
method. The first generation SRPHamiltonian does not account
for dispersion, while the second generation SRP includes disper-
sion implicitly via the AM1 core-repulsion functions. These SRP
semiempirical Hamiltonians were subsequently used in hybrid
quantum mechanics/molecular mechanics simulations of the
DHFR catalyzed reaction. The classical PMFs were computed
using the standard AM1 method as well as the AM1-SRP and
AM1-SRP(D) models. Nuclear quantum effects were included
using a Feynman path-integral method. Finally, kinetic isotope
effects were computed using a mass-perturbation-based path-
integral approach. The quantumPMFs predict free energy barriers
and reaction free energies in good agreement with available
experimental kinetic data.

We conclude that the resulting PESs yield accuracies compar-
able to those obtained at the G4MP2 and DFT levels, with a
computational cost that is several orders of magnitude less. This
will allow us to perform long MD simulations of the solvated
enzyme, while providing a realistic description of the kinetics and
thermodynamic properties in the DHFR catalyzed reaction.

’APPENDIX A

The dispersion energies were estimated using the formula
introduced by Grimme for density functional methods.

EdispðrijÞ ¼ � s6 ∑
N

i¼ 1
∑

N � 1

j¼ i þ 1

C6, ij

r6ij
fdðrijÞ

fdðrijÞ ¼ 1
1 þ expf�d½ðrij=r0Þ � 1�g

where rij is the distance between atoms i and j. s6 is a global scaling
factor for the dispersion energy, with numerical values ranging
from 0.75 to 1.2 for different density functionals. Herein, we
chose the value 1.0 for simplicity. d is a parameter for damping
function fd. It was chosen to be 20.0 in line with the value used in
DFT-D2. The atomic C6 coefficients and van der Waals radii r0
were taken directly from the original publication. Figure 10 plots
the calculated dispersion energy for two carbon atoms.

Figure 9. The quantum mechanical potentials of mean force for the
hydride transfer reaction in E. coli DHFR. The centroid coordinates are
used in path-integral simulations. Each quantized particle was repre-
sented by 32 beads. The experimental free energies of reaction and
activation are denoted near the dashed lines.

Figure 10. The dispersion energy between two carbon atoms calculated
using Grimme’s formula.
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The sum of the standard AM1 core repulsion function and the
dispersion energy correction was scanned for each atom pair. A
total of 396 points for the carbon, nitrogen, and oxygen pairs and
346 points for the hydrogen pair were collected from a distance
of 0.1 Å with a step size of 0.02 Å. Finally, the parameters in the
Gaussian terms were fitted to these data points using a nonlinear
least-squares procedure implemented in gnuplot with the stan-
dard AM1 parameters as an initial guess. The convergence
criterion was 1.0 � 10�6.

’ASSOCIATED CONTENT
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studies on the DHFR-catalyzed hydride transfer reaction; vibra-
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ABSTRACT: Most biological processes are initiated or mediated by the association of ligands and proteins. This work studies
multistep, ligand�protein association processes by Brownian dynamics simulations with coarse-grained models for HIV-1 protease
(HIVp) and its neutral ligands. We report the average association times when the ligand concentration is 100 μM. The influence of
crowding on the simulated binding time was also studied. HIVp has flexible loops that serve as a gate during the ligand binding
processes. It is believed that the flaps are partially closed most of the time in its free state. To accelerate our simulations, we fixed a
part of the HIVp and reparameterized our coarse-grained model, using atomistic molecular dynamics simulations, to reproduce the
“gating” motions of HIVp. HIVp�ligand interactions changed the gating behavior of HIVp and helped ligands diffuse on HIVp
surface to accelerate binding. The structural adjustment of the ligand toward its final stable state was the limiting step in the binding
processes, which is highly system dependent. The intermolecular attraction between the ligands and crowder proteins contributes
the most to the crowding effects. The results highlight broader implications in recognition pathways under more complex
environment that considers molecular dynamics and conformational changes. This work brings insights into ligand�protein
associations and is helpful in the design of targeted ligands.

’ INTRODUCTION

In biological systems, many processes such as the immune
response, signal transduction, and metabolism are initiated or
mediated by ligand�protein associations.1�3 Several factors
affecting ligand�protein associations include conformational
changes of a molecule, intermolecular interactions, gating effects,
molecular crowding, and solvent effects.4 Notably, proper bio-
molecular function depends on a balance between the timing and
duration of the ligand�protein interactions. The association rate
constant is one of themost important properties that describe the
movement of molecules in solvent. The diffusion-limited rate is
the upper limit of the ligand�protein association rate,5 andmany
ligand�protein systems exhibit association rates slower than the
diffusion-limited association rate. Understanding ligand�protein
associations provides insight into regulating protein functions
and can lead to practical applications such as drug design.

If a ligand and a protein are each approximated as spheres, and
their surfaces are perfectly reactive, then the diffusion-limited
rate constant is given by the classical Smoluchowski equation
kon = 4πRD, where R is the sum of the radii and D is the relative
translational diffusion constant.6 The expression thus yields rates
of 109�1010 M�1s�1 for most ligand�protein associations.
However, proteins commonly have a highly anisotropic binding
site, and molecules are not simple spheres, resulting in slower
associations in a complex cellular environment. Although the
ligand�protein association can be complicated, it may be
simplified into 3 steps:7�9 the initiation step, characterized by
the free diffusion of unbound ligand and protein molecules; a
second step involving several intermediates to rearrange ligand,
protein, and water molecules when the two molecules meet; and

the third step finalizing the binding process and resulting in the
bound complex.

The free molecules and bound complex may be captured by
high-resolution experimental structures, but in most cases, the
second step in the process is poorly understood. During the
second step, the ligand and protein optimize their interactions by
changing their conformational preference or inducing new
conformations.10�12 Protein structural fluctuations also affect
binding, and the binding sites of proteins can be occluded by
motions of protein loops. Such flexible loops or flaps may be
described as a “gate” that can open and close to influence ligand
binding. An early analysis from McCammon and Northrup
revealed two limiting cases: fast and slow gating.13�15 In fast
gating, the gate opens and closes much faster than the rate of
escape of the ligand from the protein proximity into the solvent.
The protein can thus be viewed as “always-open”. In slow gating,
the gate opens and closes much slower than the rate of escape of
the ligand. Therefore, the successful binding rate is that of the
always-open protein multiplied by the opening fraction of the
gate. As compared with the second step, the initiation step is
relatively well studied in the dilute environment, so theories and
analytical models are available for diffusion-controlled ligand�
protein associations.4 However, cells are not dilute environ-
ments, and approximately 20%�40% of the cyctoplasmic
volume is occupied by biomolecules or small compounds.16

Simple analytical models may not describe the large macro-
molecular crowding effects.
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To study the molecular encounter process, we employed the
model system of human immunodeficiency virus type 1 protease
(HIVp). HIVp has been one of the major targets for AIDS
treatments because it is essential in the viral replication cycle. The
enzyme cleaves the viral polyproteins at the active site to make
the replicated virus mature and become infectious.17,18 HIVp has
flexible flaps over the binding site that open and close to “gate”
ligand binding.19 Some HIVp inhibitors have similar binding
affinities, i.e., the dissociation constant Kd but quite different
kinetic behaviors in the association and dissociation rate con-
stants kon and koff.

20,21 Some mutations may be more sensitive to
the kinetics, and elucidation of theHIVp�ligand association may
aid in the drug discovery process.

In this work, we simulated ligand�protein association times
using a coarse-grained (CG) model and the Brownian dynamics
(BD) algorithm to connect the initial and final steps of binding
processes. Each residue of HIVp is represented by one bead and
the ligands are modeled by 5 or 6 beads. To accelerate our
simulations, we fixed a part of HIVp and reparameterized our CG
model by atomistic molecular dynamics simulations to resemble
the motions of a fully flexible HIVp. To study the environmental
crowding effects, we coarse-grained glutathione S-transferase
P (GSTP1) as our crowder protein and as in HIVp�ligand
interactions, our ligand had both attractive and repulsive inter-
actions with the crowders. We found that the ligand�protein
interactions alter the flap dynamics from slow gating to fast one.
The structural adjustment of the ligand toward its final bound
state was the limiting step in the binding process, which was
highly system dependent. The intermolecular attractions
between the ligand and crowders contributed the most to
the crowder effects, as well.

’METHODS

Protein and Ligand Structure. The HIVp structural coordi-
nates were obtained from the protein data bank (PDB code
1HHP).22 One of the most abundant proteins in the human cell,
GSTP1, (PDB code 3DGQ) was selected as the crowding
protein.23 The structures of the ligands XK263, ritonavir, and
saquinavir were also obtained from the protein databank (PDB
codes 1HVR, 2B60, and 3EKQ, respectively).24�26

Coarse-Grained Model of Proteins. Various CG approaches
have been developed to overcome the limitation of atomistic
molecular dynamics simulations in terms of time scales as well as
the system sizes.27,28 Here, we used CG models to represent
HIVp, the crowding protein, and the ligands. In the CG model, a
single interaction center, placed on the Cα position, was used to
represent each amino acid.29�31 For the five charged amino acids,
appropriate formal charges were assigned. The detailed proce-
dure for the coarse graining from a collection of pdb files and the
all-atom representations to the one-bead representation was
previously described.32

The coarse-grained potential energy function is defined as
follows:

U ¼ UbondþUangleþUdiheþUelecþU intra
vdw þU inter

vdw ð1Þ

When one of a pair of beads was fixed, the force between the
pair was applied only on the flexible bead to avoid a possible
collision. Although no detailed solvent model was used, a
distance-dependent dielectric constant (ε = 4rij) was used for
compensation to avoid unrealistic Coulombic interactions.

CGmodels for the ligands were also generated. The ligands
were manually parametrized with interaction centers on the
various functional groups in each structure (Figure 1). The
net charge of each ligand is zero, but partial charges were
applied to each bead (for details, see the Supporting Infor-
mation).
For further acceleration of the simulation, the 108 beads

distant from the highly mobile flaps of HIVp were fixed in their
position. However, after fixation, the flaps did not open as widely
as the free protein, which suggests possible correlations between
the fixed and flexible parts. In fact, previous BD simulations
suggested a correlation between the 17 and 39 turns of HIVp.33

To properly reproduce the intramolecular motions of the flaps,
we introduced modifications in angles and dihedrals. From
previous atomistic molecular dynamics (MD) simulations,34

the angles and the dihedrals in the open conformations were
compared with those in the closed as well as transition con-
formations. The angles and dihedrals with significant differences
were selected and their parameters were modified to fit the
distributions from the atomistic MD simulation, based on the
Boltzmann inversion31�33,35 (see Supporting Information for
further details).
Brownian Dynamics. Simulations involved the use of the

modified UHBD software package as previously described.36,37

The maximum simulation time for each run, without crowding,
was 30 μs because more than 99.5% of runs bind within this time.
With crowding, the maximum simulation time was set to 100 μs
for a similar success rate of binding. The time step was 50 fs for all
runs and the trajectory was saved every 1 ns without crowding
and 10 ns with crowding. The viscosity of water ηwas set to 1 cP,
which corresponds to a water temperature of 293 K. The total
system is spherical in nature, with a radius of 160 Å. This
represents the volume necessary to obtain a single ligand
concentration of 100 μM, which corresponds to experimental
concentrations used for comparison.

Figure 1. Coarse-grained models of HIV protease (HIVp), ligands, and
GSTP1. (A) Model of HIVp. The flexible part and fixed part are in red
and blue, respectively. The binding site has 2 aspartic acids (orange).
(B) Models of ligands. XK263 (red, left), saquinavir (green, middle),
and ritonavir (blue, right). (C) Cartoon representation (left) and model
of glutathione S-transferase P (GSTP1) (right). GSTP1 has a concave
region on the surface.
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Each simulation began with a single ligand placed in a random
position on the surface of the bounding sphere, 160 Å from the
point of origin to a central bead of the ligand (Figure 2). The
ligand follows a Brownian trajectory over the time step given. If
the trajectory were such that the ligand escaped the bounding
sphere, a periodic boundary condition-like conversion was used
to place the ligand at a diagonally opposite direction of the 160 Å
sphere, with an additional pull of 2% total distance toward the
origin to ensure that the ligand was inside the sphere. This
condition ensures that the ligand concentration remains con-
stant. Additionally, a binding event occurred if 2 conditions were
satisfied: the ligand diffuses within 11 Å of the active site, and the
protease conformation is in the closed position. These criteria
were defined by the distance between the ligand and Asp25 and
the distance between the tips of each flap of the protease,
respectively.
Calculation of Translational Diffusion Coefficients. The

Einstein formula was used to calculate the translational diffusion
coefficients for the ligand molecules:

Dtrans ¼ Æδr2æ
6δt

ð2Þ

where δr is the distance traveled in 3 dimension space during the
time interval δt. The equation describes the ensemble average of
the center of mass Cartesian trajectory over the time interval δt.
The time interval selected for the ligand diffusions were 1 and 10
ns. The longer time step represents the time needed to average
out anomalous diffusion, and the shorter time step was used to
ensure statistical accuracy of the method.
CrowdingModel.To assess the degree to which crowding in a

cytoplasm can affect the ligand�protein association, we built a
crowding model. We selected GSTP1 as a crowder and built a
CGmodel for it as we did forHIVp.We fixed the crowder protein
models during the simulation. To reduce the computational
penalty of additional structures in the system, we removed all

nonsurface beads, because they would have negligible non-
bonded interactions with the ligand. Full attractive and repulsive
van der Waals and electrostatic interactions were enabled. We
inserted the crowder proteins in our sphere randomly but
reserved a radius around HIVp to ensure that the flaps had full
range of motion. Two crowding models were simulated, with
crowder protein concentrations of 20% and 40% of total volume
(see Figures 3 and S8). These concentrations represent the
cytoplasmic conditions.

’RESULTS

Validation of the Coarse-grained Brownian Dynamics
Model. We analyzed the trajectories from CGBD simulations
of HIVp�ligand association processes to study gated diffusion-
controlled encounters. The protein’s two polypeptide “flaps” that
cover the active site at the dimer interface were in the open
position for most of the binding process. To keep the correct flap
open/closed fraction and simulation time scale, the HIVp was
flexible even when the ligand was far from the protein (Figure 2).
Because the simulations are computationally intensive (2 h/1 μs
using 1 CPU), we fixed the atoms in the bottom half of HIVp
structure. However, fixing half of the protein diminished the
possible correlation between the 17 and 39 turns (Figure 1),33

resulting in a more rigid protein with a small open fraction, as
compared with the same CG model with a fully flexible protein.
Therefore, we restored the protein’s internal motion by modify-
ing a few parameters of angles and dihedral angles based on the
open conformations, as detailed in the Methods section. Our
partially fixed wild-type HIVp has about 15% open fraction, with
mean open and closed times of∼30 ns and∼150 ns, respectively
(see Supporting Information for details).
In our BD simulation, the Ermak-McCammon algorithm did

not include the hydrodynamic tensor for N particles/beads in
order to speed up the calculations, as computing the tensor
results in a run time of O(N3).38 Because the 3N� 3N diffusion
tensor determines the correlated random displacements for
N particles/beads, we examined the effect of neglecting this

Figure 2. Diffusion association model. (A) HIVp, with a radius of about
30 Å, is centered in the spherical system of radius 160 Å. A ligand starts to
diffuse in a random position on the surface of the sphere. Red dots
represent the trajectory of an example ligand. (B) The tip to tip distances
and distances between a ligand and the active site by simulation time.

Figure 3. 40% crowding model. HIVp (magenta) is centered in the
sphere and each run begins with a ligand (red) on the surface of the
sphere. The crowder proteins were inserted in our sphere randomly, but
we reserved a radius around HIVp to ensure that the flaps had full range
of motion.
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hydrodynamic interaction when diffusing our ligands. When we
freely diffused the ligands using only one bead with the approxi-
mated radius as in eq 2, the translational diffusion coefficients
from our BD algorithm of XK263, ritonavir and saquinavir were
2.2 � 10�6, 2.1 � 10�6, and 2.2 � 10�6 cm2/s, respectively, in
the dilute solution. These coefficients are in good agreement with
the analytical values, thus our algorithm accurately diffuses a
sphere solute in free solution. When using the multibead models
(see Figure 1), the diffusion coefficients are 0.9 � 10�6, 0.8 �
10�6, and 0.9� 10�6 cm2/s, respectively. In addition, using 1 or
10 ns as the observed time interval (δt in eq 2) did not affect the
computed diffusion constants. Although the simulated diffusion
coefficients are 2 to 3 times slower than the analytical values
because of the more complicated molecular shape and simplified
hydrodynamic interactions, the coefficients keep the same order
as those computed from the simple sphere models. Neglecting
the hydrodynamic interactions may reduce the diffusion coeffi-
cients; however, because our ligands have only 5 to 6 beads, the
effects are not significant.
Association Time for Ligand Binding to Simplified HIVp.

On the basis of experimental assays, our ligand concentration was
set to 100 μM, which is equivalent to the diffusion of one free
ligand within a sphere of 160 Å while HIVp is located in the
center of the sphere. Instead of computing the association rate
constant with a probability-based algorithm such as Northrup-
Allison-McCammon (NAM),39 we computed the association
time, the time it takes each ligand to reach the binding site of
HIVp. Each run began with a ligand on the surface of the 160-Å
sphere, and the simulation stopped when the binding criteria was
satisfied. We studied factors such as the size of the active site,
intermolecular interactions between the protein and ligands, and
intramolecular “gating” motion of the protein, so several simpli-
fied models were also tested (Table 1 and Figure 4). We started
with the simplest of these models, in which HIVp is approxi-
mated by a 30-Å radius sphere without any interactions with the
ligands, and the binding is considered successful when a ligand
reaches anywhere on its surface. As shown in Table 1, all of the
ligands needed nearly 4 μs, on average, to associate with the sphere
protein, and the standard deviation was as large as the association
time (see Supporting Information for details). With eq 2 and a
diffusion coefficient of ∼2 � 10�6 cm2/s, the time required for
diffusing 160 Å in one dimension takes only ∼0.6 μs, with no
analytical association time available. Therefore, we used the associa-
tion time obtained from this simplest model as our reference.
To study how the intermolecular interactions may affect the

association time, we replaced the 30-Å sphere by HIVp with a

closed conformation and again considered the binding successful
when the ligand reached 30 Å from the center of the protein.
Because our ligands are neutral, without long-range electrostatic
steering, van der Waals attractions slightly decreased the associa-
tion time by ∼17% to 20%. We further examined the geometric
effects by obtaining the association time for ligands binding to the
active site of HIVp with an open conformation. Because the
protein is fixed, once the ligand is within 11 Å of the Asp25 in the
active site, it is considered bound. This simulation also provides
insight into how the ligands would bind to HIVp if there were no
“gating”motion. The geometry constraint leads to an increase in
mean binding times by 1.5 to 1.7-fold, although the binding site
occupies only about 10% of the protein surface. Purely probabil-
istic models account for such steric constraints bymultiplying the
Smoluchowski rate for uniform spheres by the probability that, in
a random encounter, the two molecules are properly bound.
Although the binding site is decreased 90%, the mean binding
times did not increase as much, which suggests that the associa-
tion is accelerated by surface diffusion. The initial contact of the
ligand can be anywhere on the surface of HIVp. Instead of
immediately leavingHIVp, the ligands diffused laterally along the
HIVp surface to search for the correct orientation and protein
binding site. The diffusion constants were substantially reduced
(see Table 2), but the lateral diffusion largely decreases the
association time because the ligand does not need several
hundred attempts to reach the binding site of HIVp. Interest-
ingly, diffusion along the z-axis, corresponding to the longest
horizontal dimension across the HIVp, was faster for all ligands.

Table 1. Average Association Times (μs) of the Ligands XK263, Ritonavir and Saquinavir to HIV Protease (HIVp) in Simplified
Coarse-Grained (CG) Modelsa

HIVp model binding criteria XK263 ritonavir saquinavir

(A) no interaction surface of 30-Å sphere 4.49 (1000) 4.67 (1000) 3.97 (1000)

4.73 (1600)

(B) fixed closed CG surface of 30-Å sphere 3.18 (1000) 3.83 (1000) 3.32 (1000)

(C) fixed open CG Dprotein�ligandE11 Å 5.37 (131) 6.31 (131) 5.04 (131)

(D) Partially flexible CG Dprotein�ligandE11 Å, 4.70 (2140) 5.49 (2140) 4.63 (2140)

DtipE7 Å 4.60 (6879)

exp. kon
b (M�1 s�1) ∼ 109 ∼ 106 ∼ 105

exp. ΔGc (kcal/mol) �13.5 �9.3∼ �14.4 �8.5∼ �13.0
aThe numbers of runs are in the brackets. The standard deviations are in Table S2 of the SI. bRef 55. cRef 21.

Figure 4. Simplified models for HIVp. (A) 30 Å radius sphere. Ligands
“bind” at the surface of the sphere. There is no intermolecular interaction
between the protein and the ligand. (B) Fixed HIVp CG model with
closed conformation in a 30-Å radius sphere. The intermolecular
interaction is introduced, but ligands still “bind” at the surface of the
30-Å radius sphere. (C) FixedHIVpCGmodel with open conformation.
The ligands bind when they are within 11 Å of the Asp25 of the active
site. (D) Partially flexible HIVp CG model with both fixed (blue) and
flexible parts (red). The ligands bind when they are within 11 Å of the
Asp25 of the active site and the flaps are closed. (also see Table 1).
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Of note, use of a different observation time interval (δt in eq 2)
results in different translation coefficients when the ligand
diffuses along the protein surface.
Association Pathways and Motions of HIVp. As summar-

ized in Table 1, our CG models for HIVp and ligands did not
show large differences between the ligand�protein association
times. During the simulations, the flaps of HIVp could open and
close, and the final bound state was defined by two distances: the
distance between the tip of the flaps and that between the center
bead of a ligand and Asp25 of the protein. After the gating
motions of the flaps were introduced, the average bindings were
approximately 14% faster than those with a fixed open CG
model, while the gate only opened ∼15% in the free protein.
For example, as shown in Figure 2, before the ligand approached
the protein, the flaps opened many times, with the open fraction
∼15%. According to previous studies, these flap motions may be
considered “slow gating”; thus, the rate for successful binding
should be reduced significantly because only 15% of the at-
tempted bindings can be successful. Therefore, the association
time was expected to increase considerably, since the ligand may
leave the protein easily when the flaps are not open. However, the
ligand can wander around the enzyme until it reaches the
neighborhood of the binding site (see Figure S4), and the
ligand�protein interactions modify the flap dynamics, making
the opening more frequent to facilitate ligand binding.
Because the initial positions of the ligands are far from HIVp,

the ligand’s initial position and orientation did not affect the
general binding pathway. Figure 2 shows the density of the
ligands from simulations with different starting positions on
the 160-Å sphere, which confirms that all ligands explore the
surface of the enzyme. Although studies have suggested that the
surface of the “hinge” region of the flaps of HIVp may be a
potential ligand binding site,40,41 all three ligands did not show
higher density near the “hinge”, but tended to stay longer near

the bottom of HIVp, where two cavities can be observed. To
determine whether the trapping is an artifact from the fixation of
the bottom portion of the enzyme, we also carried out 25 BD
simulations with a fully flexible HIVp. In these simulations,
ligands also stayed longer in the bottom part of the protein
(see Figure S4 of the SI for the density plot), thus the rigid part of
HIVp does not produce artificial intermolecular attractions.
Although our ligands formed a very stable ligand�protein
complex in our coarse-grained model, occasionally the ligands
left the binding sites and returned again, as seen in the
atomistic simulation.
With our binding criteria, the association time for XK263 was

the shortest, but the times were similar for all three ligands (see
Table 1). Note that although instruments for measuring associa-
tion or dissociation rate constants, such as BIAcore, have a data
collection rate of about 1�100Hz, we set amaximumof 30 μs for
our simulations. Figure 5 illustrates the probability of binding at
different cutoff times, and XK263 shows slightly higher prob-
ability of binding. For example, within 0.6 μs, the analytical time
for diffusing a 7.3-Å spherical ligand over 160 Å, the probability of
binding for XK263 is only about 20% larger than that for ritonavir
and saquinavir. In contrast, the experimental association rate
constant for XK263 is about 1000 times larger than those for
ritonavir and saquinavir. However, although HIVp�ligand inter-
action energies and association time are similar for all ligands (see
Figure 6), XK263 has much smaller fluctuations in the active site
of the protein. Ritonavir and saquinavir did not leave the binding
site after they reached the bound state, but they tumbled more
frequently and the flaps opened more often. In a few cases,
ritonavir and saquinavir show smaller ligand fluctuations and very
few flap openings in the bound state, so some may reach the final
bound state, and our CG model can form the final bound state.
The movement of both ritonavir and saquinavir suggest that they
need significantly longer time than XK263 to adjust the con-
formation to find the final bound state.
Our CG model uses simple criteria to determine successful

binding; however, the final bound conformation may need
atomistic details, including waters, to fully optimize the final
bound complex. Of note, XK263 does not need water molecules,
but other peptidomimic ligands such as ritonavir and saquinavir
have one crystal water in the binding site in their experimental
structures. This work focused on only a wild-type protein.
Mutants that change the flap motions of HIVp may affect the
ligand�protein association, which is not discussed here.
Ligand Binding in Crowded Environment.To study ligand�

protein encounters in the crowded environment of cells, we selected

Figure 5. Histogram for the association time for each ligand to bind
to HIVp.

Table 2. Translational Diffusion Coefficients, DT

(�10�6 cm2/s), 1000 Samples, for XK263, Ritonavir and
Saquinavir with HIVp

model XK263 ritonavir saquinavir

dt

(ns)

diffusion through space

1 bead approximate

radius (Å)

7.3 8.0 7.5

DT 2.25 2.16 2.29 10

2.24 2.06 2.18 1

multibead DT 0.93 0.75 0.93 10

0.90 0.76 0.90 1

lateral diffusion on the surface of the protein

multibead DT 0.34 0.26 0.34 1

0.08 0.07 0.09 10

DX
a 0.45 0.09 0.19 1

0.11 0.02 0.06 10

DY
a 0.13 0.34 0.39 1

0.02 0.11 0.07 10

DZ
a 0.42 0.34 0.44 1

0.11 0.08 0.13 10
a DX,DY, andDZ represent 1-D translational diffusion coefficients in x, y,
and z axes, respectively. See also Figure S4.
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and coarse-grained one of the most abundant proteins in human
cells, GSTP1, as a crowder agent. All GSTP1 molecules were held
rigid and had intermolecular attractive and repulsive interactions
with our ligands (eqs S6 and S7 of the SI). Typically, 20% to 40% of
the cytoplasmic volume is occupied bymacromolecules, andwe had
two crowding systems: GSTP1 in 20% (20 proteins) and 40%
(38 proteins) of excluded volume concentration in our 160-Å
sphere, where GSTP1 were randomly placed in the sphere (see
Figures 3 and S8 of the SI). GSTP1 is approximately 2.2- times
larger than HIVp, and a few small shallow cavities can be observed
on the protein surface (see Figure 1C). Previous work showed that
crowded conditions can affect the internal dynamics of HIVp.42

Therefore, we placed GSTP1 far enough, with the closest distance
between HIVp and GSTP1 ∼26 Å, to avoid any influence of
crowding on HIVp internal dynamics, and the intermolecular
interactions between HIVp and GSTP1 were also turned off. We
also ran BD simulations for HIVp with the crowders to ensure that
the fractions of open/closed flaps remain unchanged. Since we fixed
GSTP1 proteins during our simulations, two different crowder
configurations with various protein orientations were used, and the
ligand binding time did not show noticeable difference from the
simulations (data not shown).
Table 3 shows the average binding time of different ligands for

both crowding environments. The binding is slowed by two- to
4-fold with crowding, which is similar to other simulations.

For example, the association time for XK263�HIVp binding
increased from 4.7 to 19.0 μs with 40% of the volume occupied
by GSTP1. No simple relation was found between binding time
and crowder concentration—the attraction between the ligand
and GSTP1 slowed the HIVp�ligand association time, but the
reduction in ligand diffusion space could also accelerate HIVp�
ligand binding. Figure 7 illustrates the density of XK263 when
encountering the protease from various starting positions on the
160 Å sphere. The snapshots saved every 10, 100, and 500 ns
show an increased density near the concave regions of the
GSTP1 surface. With snapshots saved every 500 ns, the clusters
of ligand distribution in those regions are less noticeable, thus the
drug may be temporarily trapped by the crowders for up to a few
hundred ns. To test the effects of intermolecular attractions to
HIVp�ligand encounters, we turned off the intermolecular
attractive forces between the ligand and GSTP1 and kept only
the repulsive potential. The association time was similar to that in
dilute solution.
Crowders occupying space may effectively decrease the vo-

lume available for the ligand when it diffuses toward the enzyme,
which can also be considered as increasing the ligand concentra-
tion. We therefore reduced the size of the sphere to 149 and 135 Å
to make the ligand concentrations equivalent to the effective
concentrations when the space is 20% and 40% excluded by
GSTP1, respectively. The association time is reduced 33% and
50%, which showed a positive correlation between the binding
time and the space reduced.

’DISCUSSION

General Comments. This work aimed to provide a more
complete description of ligand�protein association behavior
with the occurrence of significant protein conformational changes
during the ligand�protein encounter. We also studied the
influence of crowder proteins on the simulated binding time,
which provides insights into molecular binding in the crowded

Table 3. Mean Association Times, ton, and Diffusion Coeffi-
cients, DT, of XK263 in Crowding Models

interaction repulsion + attraction repulsion only

concentration (%) 20 40 20 40

ton, c% (μs) 11.0 19.0 4.8 4.9

ton,c%/ton,0%
a 2.3 4.0 1.0 1.1

DT(10
�6cm2/s)b 0.41 0.24 0.74 0.75

no. of samples 300 300 300 300
aThe ratio of the mean association time with c% crowding, ton, c%, to
that without crowding, ton, 0%.

bThe dt for the translational diffusion
coefficient is 10 ns.

Figure 7. The density of XK263 with 20% crowding. Snapshots at
10 (A), 100 (B), and 500 ns (C). One GSTP1 is shown in the extended
illustration (right) to show increased density near the concave region on
the surface of GSTP1.

Figure 6. The different behaviors of the ligands at the binding site. The
distance between the protein (Asp25) and the center of each ligand, the
tip to tip distance, and the ligand�protein interaction energy (top), and
the root-mean-square deviation (rmsd) of each ligand after they “bind”
(bottom).
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environment. Instead of computing the association rate con-
stants, we reported the mean association times (conceptually
similar to inverse rates) for ligands in a dilute solvent and
crowded environment. The ligand concentration was set to
100 μM. As previously stated, a 1 M ligand concentration is
equivalent to 1 molecule/1660 Å3, so our model freely diffuses
one ligand in a volume inside a 160 Å sphere. If a ligand diffuses
outside the sphere, then we ensured a consistent concentration
by placing a ligand in the opposite direction of the 160 Å sphere,
as mentioned in the Methods. One can also place multiple
ligands in a larger volume for a 100 μM ligand concentration
to simulate the effects of ligand�ligand interactions on associa-
tion times. Because our ligands are neutral, without noticeable
long-range electrostatic interactions, we assume that the influ-
ence of these interactions can be ignored. However, for charged
ligands, or in substantially high ligand concentration, the ligands
may interact with each other or compete for the binding site of
the protein.43

Unlike a natural substrate that will be cleaved and then the
product released, the chemical compound stays in the binding
site. If the HIVp concentration is not very low and the dissocia-
tion rate is slow (e.g., < 10�2 s�1), then a ligandmay already bind
in the binding site of HIVp when our ligand diffuses close to the
binding site. This study assumes that the HIVp concentration is
significantly lower than the ligand concentration, so when the
ligand diffuses near HIVp, the enzyme is in a free state and no
compound occupies the binding site. The simulation times are
sufficiently long for the ligands to have enough time to reach the
binding site. More than 99.5% of ligands could bind to the
protein within 30 μs in the dilute system. However, to reach
the same success rate, we needed a 100-μs simulation time when
crowders are present.
At the given ligand concentration, the association rate con-

stant can conceptually be converted to the approximate associa-
tion time and vice versa. For example, the association time of
XK263 estimated from the experimental association rate con-
stant at the ligand concentration of 100 μM is ∼10 μs. The
association rate constant computed by the Smoluchowski ex-
pression using the diffusion coefficients from a single sphere,
DT = 2.25 x10

�6cm2/s for XK263, yields kon≈ 6� 109 M�1s�1.
The approximate association time based on this kon is ∼1.7 μs.
Notably, the diffusion-control association rate constant for two
molecules without intermolecular interactions is 109�1010M�1s�1

(see Smoluchowski equation in the introduction). Our calculations
of XK263 suggest that the gating effects do not remarkably slow
down the association time, and the association is close to
diffusion-control processes. Ligands may diffuse away when they
reach the nonbonding site regions of HIVp or when the flaps are
closed. Nevertheless, in most cases, XK263 can diffuse on the
HIVp surface to wait for the flaps to open or bind from the side
when the flaps are not fully open. In addition, the ligand�protein
interactions can facilitate the opening of the flaps, which alters
the flap dynamics from “slow gating” to “fast gating” for HIVp.
Previous modeling showed that the flap dynamics leads to “slow
gating”.19 According to the gating theory, a slow gating effect
suggests that the gated association rate constant is simply the
ungated rate constant times the probability of the gate opening.14,15

Although the opening of the flaps is not large, the space is
spacious enough for small drug binding. The flaps can open fast
enough to not affect the binding of the ligand (fast gating). Note
that although our ligands are small molecules, natural substrates
are large polypeptides thatmay need fully open flaps. Consequently,

the slow gating feature may remain depending on the ligand. The
modifications of flap motions due to intermolecular interactions are
consistent with previous studies.33,34,44 In addition, the facilitation of
binding by diffusion of ligands along the protein surface has been
previously suggested.45

As expected, the analytical results from eq 2 are similar for all
ligands tested because they have similar sizes and diffusion coeffi-
cients. Surprisingly, the mean association times from our simula-
tions were also similar for all ligands, which is inconsistent with
experimental data. While the three ligands have similar binding
affinities, the association rate constants are a few orders slower in
saquinavir and ritonavir (Table 1). Before the ligands reach the
binding site, their association processes were similar, and they
can all induce flap opening. All ligands may become temporarily
trapped in the bottom of the HIVp structure, with subsequent
diffusion along the protein surface. The attraction energies for
nonbonded van der Waals interactions ( eq S6 of the SI) may be
overestimated, so once a ligand forms an attractive potential with
HIVp, it stays with the protein, thus resulting in a rate constant
near that of diffusion-limit association. However, our ligands do
not stay with the crowders, which use the same nonbonded
potential energy function as those used in HIVp. Therefore,
overstabilizing ligand�protein interactions is not likely. During
our simulations, sometimes a ligand left the enzyme after en-
countering the surface but returned to attempt binding two or
three times. As a result, the standard deviations of the asso-
ciation times are all large (see Figure S5 of the SI).
After the ligand diffused into the binding site and the flaps of

HIVp were fully closed, XK263 showed less fluctuation in the
protein pocket, but saquinavir and ritonavir kept tumbling in the
binding site. We also carried out several 200 to 300 μs long
simulations, and saquinavir and ritonavir could reduce their
fluctuation after >100 μs in a few runs. Therefore, if we include
the ligand stability in the HIVp binding site as a criterion to
define the bound state, then saquinavir and ritonavir require rela-
tively long association times as compared with XK263. Despite
the similar intermolecular interactions between HIVp and dif-
ferent ligands in our CG model, a few details crucial to stabilize
the ligand-bound state cannot be fully captured by the model. As
previously mentioned, one detail is the role of water molecules
in the binding-site to stabilize the ligands. During the binding
processes, the association time spent to replace and recruit the
bound water can differ greatly between cyclic urea ligands (e.g.,
XK263) and peptidomimetic drugs (e.g., saquinavir and ritonavir).
As a result, to thoroughly study the second step of the ligand
bindingmechanism, an atomistic force field with an explicit water
model may be necessary. Nevertheless, our CG model with BD
simulations is an efficient method to gain insight into and an
overview of the binding processes in both dilute and crowded
environments.
Binding in Crowded Environments. Under crowding con-

ditions, as in cytoplasm, the effective molar concentration of a
ligand is increased with decreased volume of the solution. The
macromolecules may interact nonspecifically with the ligand and
the target protein in vivo. Previous publications showed that
crowders can affect protein dynamics and folding.11,42,46�51 Even
though the hydrodynamic interactions have been suggested to be
significant in modeling crowding and macromolecular motion,52,53

the hydrodynamic interaction is insignificant because the ligands
are small and crowders are held fixed. This work focused on the
crowding effects contributed by the excluded diffusion volume
and crowder�ligand interactions. We first increased the ligand
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concentration by reducing the diffusion volume to a space in the
145 and 139 Å sphere, and the association time decreased with
higher ligand concentrations. Without intermolecular attraction
forces, we expected that the association time may also be shorter
because the available space for ligand diffusion was cut by 20% to
40% (volume occupied by the crowders).54 However, the asso-
ciation time is the same with and without crowders, although the
diffusion space for XK263 was reduced by 20% and 40%. The
volume was reduced because of the volume excluded by the
crowders, and the translational diffusion coefficients were also
reduced, so the crowding actually slows down the diffusion, but it
is canceled out by the excluded volume effect. Thus, when only
repulsive forces are considered, excluded volume effects are not
significant for diffusing small molecules to a protein target. The
distance that the ligand needs to travel may be the main deter-
minant. In contrast, if we consider all intermolecular attractions,
then the association times increase 2.3-fold with 20% crowders
and nearly 4-fold with 40% crowders. The translational diffusion
coefficients are consistent with the association times (Table 3).
A series of BD simulations show that intermolecular attractions
are the major factors that might account for the large increase in
association time of small molecules binding to HIVp. Notably,
our ligands have only small partial charges in each bead and are
neutral; thus, without long-range and strong electrostatic attrac-
tions, nonspecific van der Waals attractions contribute signifi-
cantly to crowding effects. More studies with various sizes and
charges of ligands are needed to study the crowding effects.

’CONCLUSIONS

Ligand�protein complex formation can be viewed as a multi-
step process. The initial step is a collision between twomolecules
in a solution. In the absence of electrostatic steering forces, this
step is driven mainly by translational diffusion, and a crowded
environment slows down the small-molecule diffusion process by
2- to 4-fold in our simulations. The second step involves several
intermediates, before the third step, the final formation of the
bound complex. This work investigated the molecular recogni-
tion processes that connect the initial and final steps of the
binding process. We found that the ligand�protein interactions
alter the flap dynamics from slow to fast gating. The interactions
induced the flaps to open more frequently, although not sizably.
Therefore, the gating effects became less significant in our work.
Three ligands bind to HIVp with similar association times, but
saquinavir and ritonavir fluctuated considerably in the bound
state, so the two drugs may need a longer time to adjust their
contact interface with HIVp. Even though our CGmodel cannot
reveal all details, including water rearrangement, during ligand
binding, the model provides valuable insights into the binding
processes and guides us to further studies using detailed atomistic
models. CGBD simulations can also simulate ligand�protein
associations in the physiological ligand concentration.
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ABSTRACT: We carried out extensive calculations of diverse inorganic acids interacting with a single water molecule, through a
detailed analysis of many possible conformations. The optimized structures were obtained by using density functional theory (DFT)
and the second order Møller�Plesset perturbation theory (MP2). For the most stable conformers, we calculated the interaction
energies at the complete basis set (CBS) limit using coupled cluster theory with single, double, and perturbative triple excitations
[CCSD(T)]. The�OH stretching harmonic and anharmonic frequencies are provided as fingerprints of characteristic conformers.
The zero-point energy (ZPE) uncorrected/corrected (ΔEe/ΔE0) interaction energies and the enthalpies/free energies (ΔHr/ΔGr

at room temperature and 1 bar) are reported. Various comparisons are made between many diverse inorganic acids (HmXOn where
X = B/N/P/Cl/Br/I, m = 1�3, and n = 0�4) as well as other simple inorganic acids. In many cases, we find that the dispersion-
driven van der Waals interactions between X in inorganic acid molecules and O in water molecules as well as the X+

3 3 3O
�

electrostatic interactions are important.

’ INTRODUCTION

The hydration phenomena of diverse molecular systems
including cations,1 anions,2 simple acids3/bases,4 and salts5 have
been reported. However, the structures, spectra, and thermo-
chemical data for hydration of a large family of inorganic acids
with boron, nitrogen, phosphorus, and sulfur atoms as well as
halide atoms are still scarce.6 Thus, we are interested in studying
the hydration of such inorganic acids: HBO2/HBO3, HNO2/
HNO3, H3PO3/ H3PO4, H2SO3/H2SO4, H2S, H2Se, HCN, HF,
HClOn=0�4, HBrOn=0�4, and HIOn=0�4. However, due to high
complexity of the hydration/dehydration phenomena which
requires extensive studies, the present aim is not to study such
complex phenomena, but we have tried to investigate the mono-
hydrated inorganic acids as the first step toward understanding
hydration of the above 27 inorganic acids. The information from
various monohydrated inorganic acids would be useful in study-
ing both protonated acid cations and deprotonated acid anions.

We begin with brief introduction of various inorganic acids
studied here. HCl, HBr, HI, and HNO3 are strong monoprotic
acids, andH2SO4 is a biprotic strong acid. H3BO3 andH3PO4 are
weak triprotic acids. Hypochlorous (HClO), hypobromous
(HBrO), and hypoiodous (HIO) acids are the simplest examples
of weak acids. Chlorous (HClO2), bromous (HBrO2), and iodous
(HIO2) acids are also relatively weak in comparison with other
inorganic acids. Chloric acid (HClO3) is known as a strong acid
and a very efficient oxidizing agent. Iodic acid (HIO3) exists as a
white solid and is insoluble in water, unlike chloric and bromic
acids. Perchloric acid (HClO4) is a strong acid which completely
dissociates in an aqueous solution. Its strength is comparable to
sulfuric acid (H2SO4) and nitric acid (HNO3). Perbromic acid
(HBrO4) is a strong acid and an important oxidizing agent in
many chemical reactions. Periodic acid (HIO4) is widely em-
ployed in organic chemistry for structural analysis. Periodic acid

can cleave a vicinal diol into two aldehyde or ketone fragments,
which is useful in determining the structure of carbohydrates.

The nitric acid (HNO3)
7�17 and sulfuric acid (H2SO4)

18�25

werewidely studied theoretically.Owing to experimental difficulties,
less attention is paid to sulfurous acid [H2SO3 or HS(OH)O2],

26,27

while little is known about sulfonic acid [(HO)2SO] which has
the same chemical formula. The sulfur-containing acid with the
simplest chemical formula H2S (hydrogen sulfide) is a covalent
hydride related structurally to the water molecule, since oxygen
and sulfur belong to the same group of the periodic table of
elements.28,29 Hydrogen selenide (H2Se) is the simplest hydride
of selenium, a colorless flammable gas under standard conditions,
and soluble in water. The physicochemical properties of H2S and
H2Se are similar.

The phosphoric acid (H3PO4) is used as the electrolyte in fuel
cells, and the phosphorous acid (H3PO3; HP(OH)2O] is com-
monly used as oxoacids of phosphorus.30�34 As in H2SO3, the
isomer P(OH)3 is not known well, like sulfonic acid (HO)2SO.
Phosphoric acid may be used as a “rust converter”, by direct
application to rusted iron, steel tools, or surfaces. The hydrogen
cyanide (HCN) is a valuable precursor to many chemical com-
pounds ranging from polymers to pharmaceuticals. Hydrogen
cyanide is a colorless, very poisonous, and highly volatile liquid
that boils slightly above room temperature at 26 �C.35�37 It is
important to note that HCN is one of the simplest cyanide
systems which can act as both proton donor and acceptor.

In this work, we compare the interaction energies, H-bond
lengths (rOH), natural bond orbital (NBO) charges (q), and
�OH IR (infrared) stretching harmonic/anharmonic vibrational
frequencies (νs) using DFT and extensive high-level ab initio
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calculations of diverse inorganic acids interacting with a single
water molecule.

’COMPUTATIONAL DETAILS

We have carried out geometry optimization, harmonic/
anharmonic frequency analysis, and calculated interaction energies
for many different monohydrated inorganic acids. Geometry
optimization and harmonic frequency calculations were done at
the DFT level of theory employing Becke’s three-parameter
exchange potential and the Lee�Yang�Parr correlation func-
tional (B3LYP) as well as second order Møller�Plesset pertur-
bation (MP2) theory. The anharmonic frequencies were obtained
at theMP2 level of theory. Calculations were carried out by using
the Gaussian 03 suite of programs.38 The zero-point energy
correction is only the second order for the anharmonic terms,
and so this anharmonic correction is insignificant in general. The
thermal energy corrections are calculated based on rigid rotor
and harmonic oscillator approximation. Throughout the present
work, all the atoms were treated with the aug-cc-pVDZ basis set
(which we have abbreviated as aVDZ) and the aug-cc-pVTZ
basis set (which will be abbreviated as aVTZ). Since the aVDZ/
aVTZ basis set is not available for iodine, the CRENBLECP basis
set was employed. This basis set uses relativistic effective core
potentials and an extended valence basis set. Since only one
CRENBL ECP basis set alone cannot be exploited for the basis
set extrapolation to estimate the complete basis set (CBS) limit
energy (even though all atoms are treated with aVDZ and aVTZ
basis sets), the reported CBS energies for iodine-containing
clusters are approximate in that the extrapolation related to the
I atom is not properly taken into account. All optimized struc-
tures were drawn with the Posmol package.39 To obtain more
reliable results, we carried out single point coupled cluster theory
with single, double, and perturbative triple excitations [CCSD(T)]
calculations for the most stable conformers of monohydrated
acids. To estimate the CCSD(T)/CBS interaction energies, we
obtain the CBS limit values for theMP2 interaction energies using
the extrapolation method exploiting that the basis set error in the
electron correlation energy is proportional toN�3 for the aug-cc-
pVNZ (which we have abbreviated as aVNZ) basis set (aVDZ for
N = 2, aVTZ for N = 3).40,41 Given that the difference in inter-
action energy between MP2/aVNZ and CCSD(T)/aVNZ does
not differ significantly with increasing size of the basis set, the
CCSD(T)/CBS interaction energies are evaluated from theMP2/
CBS ones by using the difference between CCSD(T)/aVDZ and
MP2/aVDZ interaction energies.41,42 The CCSD(T) calculations
were carried out by using theMOLPRO suite of programs.43 Then,
these interaction energies (ΔEe) are used to evaluate the zero-point
energy (ZPE) corrected interaction energies (ΔE0) and the en-
thalpy andGibbs free energies at room temperature (298.15K) and
1 bar, by using the MP2/aVDZ ZPEs and thermal energies.

All the reported structures are at the local or global minima
without imaginary frequencies. All structures found for one type
of acid 3 3 3water clusters were attempted for all similar mono-
hydrated inorganic acids. To distinguish different conformers, we
use the following notation: AY/DZ denotes the role of proton
acceptor (A: O)/donor (D: H) by the water molecule, while the
subscript “Y/Z” denotes the atom of each acid interacting with the
O/H atom of H2O. Since AH(O) is the most common case, it will
be simply denoted as A, which is distinguished from AH(X) to be
simply denoted AH, where X is the central atom in inorganic acid.
Here, subscript H(O)/H(X) indicates that in inorganic acid, the

H atom is bonded to the O/X atom, while O(H)/O(X) indicates
that the O atom is bonded to the H/X atom. The distance
between the two H-bonded O atoms (one in H2O and the other
in acid) is denoted as rOO. The DO(H) structure, where a H atom
in H2O interacts with the �O(H) group in the acid, is simply
denoted as DOH, in contrast to the DO structure, where a H atom
in H2O interacts with a double-bond oxygen (Od) in the acid.
The H-bond distance between an O atom in an acid molecule
and a H atom in H2O is denoted as rOH.

There are a few geometrical isomers showing the difference
only in H orientations. The energy differences and barriers
between these isomers due to simple H orientations are not
large. These structures are floppy, and so we have discussed
mainly the low-lying energy structures. The qualitative trends are
not likely to change by including the facile motions of the water
molecule. In this study we focus our attention on the minimum-
energy structures which are highly stable. Thus, the most stable
conformer among topologically different isomers for each acid is
marked in bold, and in this case the CCSD(T)/CBS interaction
energies and thermodynamic quantities are evaluated.

In many cases, the central atom of an acid molecule (X)
interacts with the oxygen (O) atom of a water molecule through
the dispersion-driven van der Waals interaction. The van der
Waals radii for N, O, P, S, Cl, Br, and I are 1.55, 1.52, 1.80, 1.80,
1.75, 1.85, and 1.98 Å, respectively.44 If the distance between X
and O (rXO) is close to the sum of van der Waals radii of X and O
(rXO ≈ rX + rO), then the notation WXO is employed to denote
the van der Waals interaction. In some cases, the distance
between X and O is significantly shorter when the electrostatic
interaction between the highly positively charged X and the
negatively chargedO ismuch stronger than the dispersion-driven
van der Waals interaction. In such cases, the notation EXO is used
to denote the electrostatic interaction between the positively
charged acid X atom and the negatively charged water O atom.
We note that formation of monohydrated inorganic acids is
determined by hydrogen bonding, dispersion-driven van der
Waals interaction, and electrostatic interaction between the
positively charged acid X atom (if any) and the negatively
charged water O atom. Thus, our discussion on the rXO distances
is based on the van derWaals radii and theNBO charges localized
on X and O. The NBO charges (q in au) of the X/Y atom will be
denoted as qX/Y. To support this analysis, we provide a more in-
depth analysis. We carried out a series of symmetry adapted
perturbation theory (SAPT) calculations45 based on DFT46,47 of
monohydrated HXOn=0,2 complexes, since the X atom in HX is
negatively charged, and that inHXO is weakly charged, while that
in HXO2 or HXO3 is positively charged. Symmetry-adapted
perturbation theory (SAPT)-DFT, which takes into account the
dispersion energy, provides a detailed description of molecular
interactions in clusters, which are decomposed into electrostatic,
induction, dispersion, and exchange parts. However, the decom-
position between two specific atomic sites of molecules is not
possible. Thus, the analysis is qualitatively investigated. The
interaction energy is decomposed into electrostatic (Ees), induc-
tion (Eind), dispersion (Edisp), and exchange repulsion (Eexch).
However, the exchange�induction term (Eind�exch) and exchange�
dispersion term (Edisp�exch) can often been added to Eind and
Edisp, respectively, to form the effective induction (Eind*= Eind +
Eind�exch) and the effective dispersion (Edisp*= Edisp + Edisp�exch),
respectively, while the two terms are extracted from Eexch to form
the effective exchange term (Eexch*=Eexch� (Eind�exch+Edisp�exch))
as described previously.48,49
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’RESULTS AND DISCUSSION

Figure 1 shows various stable structures at the MP2/aVDZ
level of theory. Tables 1 and 2 list MP2/aVDZ and B3LYP/
aVDZ energies (ZPE-uncorrected interaction energies: ΔEe)
and structural parameters. The ZPE-corrected interaction en-
ergies (ΔE0) and enthalpies/free energies (ΔHr/ΔGr at room

temperature and 1 bar) are in Supporting Information (Tables
S1, S2). The geometrical parameters include the H-bond dis-
tances between acids and a water molecule (rOO, rOH) and the
van der Waals interaction distance between the X atom of
the acid and the O atom in the water molecule (rXO). For the
most stable structures we calculated the NBO charges at the

Figure 1. MP2/aVDZ optimized structures of monohydrated inorganic acids. The lowest energy structure for each chemical species is denoted in bold.
Dashed lines represent hydrogen bonds. Dotted bold lines denote van der Waals or electrostatic interactions.
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MP2/aVDZ level of theory. Since the NBO charges localized
on water molecule are almost identical in all the cases, we report in
Table 3 the NBO charges (qH(O), qO(H), qX) of the atoms in
inorganic acids involved in H-bonding (O/H) formation and the
van der Waals interaction (X�O). For the most stable conformers
we also calculatedΔEe,ΔE0,ΔHr, andΔGr at the CCSD(T)/CBS
level of theory including basis set superposition error (BSSE)-
corrected MP2/aVDZ, MP2/aVTZ, and CCSD(T)/aVDZ in-
teraction energies (Table 4). In the majority of cases, B3LYP/
aVDZ approach underestimates the binding energies (the abso-
lute value of the interaction energies) as compared to the
CCSD(T)/CBS results. However, it provides the proper order
of conformers. Since B3LYP/aVDZ calculations are not com-
putationally demanding, B3LYP is a good starting point for more
accurate calculations by searching for many possible conformations.

In some cases, to find new structures we carry out MP2 geometry
optimizations. If the formation of clusters is driven by dispersion
interactions, then the B3LYPmethod does not allow us to identify
such isomers. The MP2/aVDZ approach gives reasonable values
of the interaction energies, since the energy difference between
CCSD(T)/CBS and MP2/aVDZ in the present systems is small
in most cases, except for small iodine-containing clusters, such as
HI and HIO, for which the aVDZ is not sufficient for iodine.
Thus, for energy comparison between different isomers to find
the most stable structures, our discussion will be based on the
MP2/aVDZ ΔE0, unless otherwise specified.
Monohydrated Inorganic Acid Complexes with B, C, N, F,

P, S, Se, F, Cl, Br, and I. In the case of monohydrated metaboric
acid (HBO2), only one stable structure (A) is found. The
monohydrated orthoboric acid (H3BO3) also forms one stable

Table 1. MP2(B3LYP)/aVDZ Interaction Energies (ΔEe in kJ/mol) and Selected Interatomic Distances for Various Conformers
of Inorganic Acid 3 3 3Water Complexesa

acid 3 3 3water conformer �ΔEe rOO rOH rXO

HBO2 3 3 3H2O A 42.7(40.9) 2.71(2.70) 1.72(1.71)

H3BO3 3 3 3H2O ADOH 37.8(31.4) 2.82(2.83) 2.02(2.03)

HCN 3 3 3H2O AH 23.7(21.3) 2.05(2.04)

DN 18.5(15.2)

HNO2 3 3 3H2O A(Do) 32.3(29.3) 2.99(3.01) 2.53(2.54) 3.39(3.38)

A 30.9(27.7) 2.79(2.78) 1.80(1.80) 3.25(3.34)

DOH 15.9(�) 2.96(�) 2.05(�) 3.59(�)

DO 10.3(7.6) 3.10(3.13) 2.15(2.17)

HNO3 3 3 3H2O ADO 43.1(40.0) 2.91(2.91) 2.39(2.39) 3.26(3.26)

DOHWNO 16.4(�) 2.87(�) 2.83(�) 2.83(�)

DO
2 12.3(8.2) 3.16(3.17) 2.22(2.20)

DO 11.8(8.0) 3.61(3.98) 2.15(2.18) 3.61(3.98)

P(OH)3 3 3 3H2O ADOHWPO 41.1(31.7) 2.91(2.91) 2.07(2.07) 3.44(3.38)

A 18.2(13.9) 2.82(2.83) 1.84(1.85) 3.74(3.83)

H3PO3 3 3 3H2O ADOWPO 54.8(48.7) 2.78(2.77) 1.92(1.91) 3.25(3.25)

ADOHWPO 34.9(28.1) 2.86(2.91) 2.18(2.22) 3.35(3.46)

DOH
2WPO 19.5(10.9) 3.01(3.13) 2.43(2.52) 3.24(3.39)

DOHWPO 18.7(12.3) 2.90(2.95) 2.12(2.13) 3.37(3.52)

H3PO4 3 3 3H2O ADOWPO 54.9(48.3) 2.79(2.79) 1.94(1.93) 3.24(3.24)

ADOHWPO 40.0(32.3) 2.96(2.98) 2.25(2.30) 3.36(3.44)

H2S 3 3 3H2O DS 14.4(11.0)

AH 13.4(9.5) 2.19(2.22)

(HO)2SO 3 3 3H2O A2DOWSO 49.0(39.2) 2.73(2.73) 1.99(1.98) 3.08(3.10)

ADOWSO 45.7(38.4) 2.84(2.82) 2.03(2.01) 3.27(3.31)

ADOHWSO 37.5(28.6) 2.88(2.96) 2.19(2.29) 3.22(3.22)

DOH
2WSO 18.0(9.0) 3.00(3.14) 2.45(2.51) 3.08(3.30)

DOHWSO 15.6(10.4) 2.91(3.02) 2.13(2.06) 3.21(4.16)

H2SO3 3 3 3H2O ADOWSO 52.3(46.4) 2.83(2.83) 2.09(2.09) 3.34(3.34)

ADO
2WSO 28.4(�) 3.14(�) 2.80(�) 2.93(�)

AH 25.4(22.0) 2.00(1.97)

H2SO4 3 3 3H2O ADOWSO 53.3(46.4) 2.88(2.88) 2.17(2.17) 3.30(3.33)

A2DOWSO 47.6(37.1) 2.77(2.79) 2.18(2.20) 3.04(3.08)

DO 11.5(6.5) 3.03(3.06) 2.08(2.10)

H2Se 3 3 3H2O DSe 14.9(10.0)

AH 12.1(7.3) 2.23(2.30)
aH-bond: rOH; distance between two H-bonded O atoms: rOO, van der Waals or electrostatic interaction: rXO in Å, rXO denotes the X(acid) 3 3 3OH2

distance; rOH denotes either H(acid) 3 3 3OH2 or O(acid) 3 3 3HOH distance; and rOO denotes the O(acid) 3 3 3OH2 distance. The (�) means that these
structures do not exist at the B3LYP level of theory (lack of dispersion energy). The most stable structures are marked in bold.
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conformer (ADOH). TheH-bond length forHBO2 (rOH= 1.72Å)
is shorter than that for H3BO3 (rOH = 2.02 Å).
The monohydrated hydrogen cyanide (HCN) forms two

different stable structures. The most stable structure is AH, which
is∼6.2 kJ/mol more stable than the DN structure. In the case of
DN conformer, the structure of �N 3 3 3HO� motif is slightly
bent (—(NHO) = 176�).

In the case of monohydrated nitrous acid (HNO2), the most
stable structure A(DO) has one full H-bond and a partial H-bond
(which cannot be considered as a real H-bond because the rOH
distance is too long (>2.5 Å) and the bond angle (—(OHO) is
too small (∼109�)). Thus, this structure is denoted as A(DO). It
is slightly more stable than the A conformer (by ∼1.3 kJ/mol).
The comparisonofH-bond lengths of theA(DO) andDconformers

Table 2. MP2(B3LYP)/aVDZ Interaction Energies (ΔEe in kJ/mol) and Selected Interatomic Distances for Various Conformers
of Halogen Containing Acid 3 3 3Water Complexesa

acid 3 3 3water conformer �ΔEe rOO rOH rXO

HF 3 3 3H2O AH 37.8(37.7)

HCl 3 3 3H2O AH 25.9(23.1)

HClO 3 3 3H2O A 33.6(30.0) 2.78(2.78) 1.79(1.79) 3.51(3.59)

EClO 13.6(10.2) 2.77(2.76)

HClO2 3 3 3H2O ADOEClO 46.1(41.3) 2.84(2.85) 2.03(2.02) 2.99(3.05)

DOWClO 22.3(18.0) 2.87(2.91) 1.97(1.96) 3.28(3.57)

DOHEClO 21.6(11.8) 2.87(2.95) 2.17(2.29) 2.94(3.11)

HClO3 3 3 3H2O ADOWClO 40.8(39.3) 2.96(2.92) 2.28(2.22) 3.27(3.32)

DOHEClO 27.6(14.0) 2.81(2.93) 2.03(2.42) 2.91(2.97)

DO
2EClO 22.7(15.2) 3.15(3.17) 3.15(3.05) 2.79(2.86)

DOH 18.50(�) 2.94(�) 2.01(�) 4.08(�)

HClO4 3 3 3H2O ADO
2WClO 49.3(44.4) 3.09(3.19) 2.56(2.75) 3.28(3.40)

ADOWClO 47.0(42.7) 3.00(3.19) 2.45(2.75) 3.31(3.41)

DO 10.4(5.3) 3.21(3.28) 2.29(2.31) 4.01(4.18)

HBr 3 3 3H2O AH 22.8(19.0)

WBrO 8.2(3.8) 3.11(3.23)

HBrO 3 3 3H2O A 32.3(28.0) 2.79(2.80) 1.81(1.81) 3.63(3.71)

EBrO 21.3(16.6) 2.75(2.73)

DOH 18.3(�) 2.91(�) 2.02(�) 3.98(�)

HBrO2 3 3 3H2O ADOWBrO 48.6(41.3) 2.83(2.84) 1.98(1.99) 3.07(3.15)

DOEBrO 28.7(21.2) 2.94(2.94) 2.34(2.29) 2.83(2.85)

DOWBrO 27.3(20.8) 2.84(2.88) 1.93(1.93) 3.33(3.62)

DOHEBrO 26.9(15.7) 2.86(2.93) 2.22(2.30) 2.92(3.03)

HBrO3 3 3 3H2O ADOWBrO 48.0(43.1) 2.87(2.86) 2.10(2.07) 3.33(3.38)

DO
2EBrO 33.3(24.6) 3.11(3.13) 2.90(2.91) 2.76(2.78)

DODOHEBrO 33.3(21.4) 2.97(3.02) 2.64(2.75) 2.82(2.86)

HBrO4 3 3 3H2O ADOWBrO 54.4(47.2) 3.02(3.02) 2.38(2.41) 3.29(3.43)

ADOWBrO 52.3(46.4) 2.93(2.91) 2.29(2.27) 3.37(3.47)

HI 3 3 3H2O AH 17.3(12.2)

DI 16.9(7.6)

WIO 11.8(9.6) 3.18(3.16)

HIO 3 3 3H2O EIO 30.5(28.5) 2.76(2.75)

A 29.9(24.9) 2.83(2.84) 1.84(1.86) 3.76(3.84)

DOH 25.4(18.5) 2.88(2.90) 1.93(1.98) 3.88(4.35)

HIO2 3 3 3H2O ADOWIO 54.6(41.8) 2.78(2.82) 1.89(1.93) 3.16(3.24)

DOEIO 42.2(35.1) 2.82(2.80) 2.12(2.08) 2.78(2.78)

DOWIO 37.5(28.7) 2.79(2.82) 1.84(1.87) 3.41(3.62)

DOHEIO 35.7(24.3) 2.80(2.86) 2.11(2.18) 2.94(3.02)

HIO3 3 3 3H2O ADOWIO 54.7(47.6) 2.81(2.80) 1.96(1.98) 3.42(3.50)

DO
2EIO 45.7(39.1) 3.02(3.03) 2.67(2.69) 2.70(2.69)

DODOHEIO 42.9(32.4) 2.89(2.94) 2.49(2.50) 2.79(2.82)

HIO4 3 3 3H2O ADOWIO 56.3(49.8) 2.89(2.92) 2.14(2.18) 3.52(3.55)

DOH
2EIO 39.5(33.4) 2.86(2.86) 2.60(2.61) 2.59(2.59)

aH-bond: rOH; distance between two H-bonded O atoms: rOO; van der Waals or electrostatic interaction: rXO in Å; rXO denotes the X(acid) 3 3 3OH2

distance; rOH denotes either H(acid) 3 3 3OH2 or O(acid) 3 3 3HOH distance; rOO denotes the O(acid) 3 3 3OH2 distance. The (�) means that these
structures do not exist at the B3LYP level of theory (lack of dispersion energy). The most stable structures are marked in bold.
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shows that in the case of D structures the H-bond lengths are
slightly shorter (by ∼0.4 Å).
In the case of monohydrated nitric acid (HNO3), the most

stable conformer is ADO. This structure looks similar to the
A(DO) conformer of HNO2 but different from it, because HNO3

has two full H-bonds, while HNO2 has only one full H-bond and
another very weak H-bond. Thus, HNO3 has a much stronger
binding energy than HNO2 (by ∼10.5 kJ/mol). In the mono-
hyrated HNO3 the rNO distance is shorter than that in the

monohydrated HNO2. The charge qN localized on the N atom in
HNO3 (0.88 au) is substantially larger than the qN of HNO2

(0.51 au). The DOHWNO conformer is less stable than ADO,
however, DOHWNO is additionally stabilized by van der Waals
interaction between N and O. It is important to note that the
formation of the DOHWNO structure is governed by dispersion
energy. At the B3LYP level of theory, this structure cannot be
found. The DO

2 and DO complexes are significantly less stable
than the ADO structure.
The monohydrated hydrogen fluoride (HF) and hydrogen

chloride (HCl) form one stable conformer AH.
50,51 The interac-

tion energy of ClH 3 3 3OH2 is∼8.7 kJ/mol smaller in magnitude
than that of FH 3 3 3OH2. In the case of HBr and HI, both AH and
WXO (X = Br, I) structures exist. It is worth noting that DX (X =
F, Cl, Br) conformers are transformed to different structures
during geometry optimization (DF to AH, DCl to AH, and DBr to
WBrO). The WXO structure is determined by van der Waals
interaction between the heavy halogen (X) and the oxygen (O)
atoms of the water molecule. In the case of monoprotic acids HX
(X = F, Cl, Br, and I) the charge qH decreases with the increasing
atomic number of X. The qH localized on HF, HCl, HBr, and HI
are 0.60, 0.32, 0.24, and 0.09 au, respectively, consistent with the
gradual decrease in interaction energy for the monohydration
phenomenon. In the case of monohydrated HI, we find an
additional DI conformer. Its binding energy is very close to the
AH structure.
In the case of phosphorous acid (H3PO3), there are two

different topological isomers: HP(OH)2O and P(OH)3. HP-
(OH)2O is ∼15.0 kJ/mol more stable than P(OH)3. When the
phosphorous acid (H3PO3; HP(OH)2O) is monohydrated, the
most stable structure is ADOWPO. The structures with a water
molecule acting as a donor (DOH

2WPO and DOHWPO) are
significantly less stable. In the case of ADOWPO structure the
H-bond length rOH is 1.92 Å, while in the case of DOH

2WPO

structure, it is significantly longer (2.43 Å). When the P(OH)3
acid is monohydrated, the most stable structure is ADOHWPO.
Although both acids are isomers, their structures are quite
different, since the P(OH)3 acid does not contain—PdO group
which excludes the formation of ADO forms.
In the case of monohydrated phosphoric acid (H3PO4), the

most stable structure is ADOWPO, while the ADOHWPO structure
is less stable. The most stable structures of monohydrated
H3PO3 and H3PO4 have similar interaction energies, because
both conformers are determined by the ADOWPO motif.
For the monohydrated hydrogen sulfide (H2S), the DS struc-

ture is ∼1 kJ/mol more stable in ΔEe than the AH structure.
However, the relative interaction energy difference inΔE0 is only
∼0.08 kJ/mol, then, the two structures are almost isoenergetic.
The angle (122 ( 6�) between the O�(H) 3 3 3O axis and the
bisecting axis of the out-of-plane H2O molecule in the water
dimer52�57 is in between the angle (92.5�) of the bisecting axis of
the H2S molecule with respect to the S 3 3 3 (H)�O axis in the DS

structure and the angle (146�) of the bisecting axis of the H2O
molecule with respect to the O�(H) 3 3 3 S axis in the AH struc-
ture, because of a slightly stronger acidity for H2S over H2O.
The H2SO3 has two different isomers: sulfonic acid [HS-

(OH)O2 (to be denoted simply as H2SO3)] and sulfurous acid
[(HO)2SO]. The sulfonic acid is ∼4.6 kJ/mol more stable than
the sulfurous acid. For the monohydrated sulfonic acid (H2SO3),
the most stable conformer is ADOWSO. For the monohydrated
sulfurous acid (HO)2SO, the most stable structure A2DOWSO

has three hydrogen bonds. The second lowest energy conformer

Table 3. NBO Charges Localized on the Lowest Energy
Structure of Monohydrated Inorganic Acids at the
MP2/aVDZ Levela

acid structure qX qH(O) qO(H) qOd qH

HBO2 A 1.46 0.57 �1.04 �1.02

H3BO3 ADOH 1.53 0.55 �1.06

HCN AH 0.14 0.25

HNO2 A(Do) 0.51 0.53 �0.64 �0.43

HNO2 A 0.45 0.54 �0.66 �0.35

HNO3 ADO 0.88 0.56 �0.58 �0.50

HF AH �0.63 0.60

P(OH)3 ADOHWPO 1.73 0.55 �1.12

H3PO3 ADOWPO 2.39 0.57 �1.11 �1.22 �0.11

H3PO4 ADOWPO 2.80 0.57 �1.10 �1.23

H2S DS �0.29 0.15

H2S AH �0.32 0.18

(HO)2SO A2DOWSO 1.91 0.54 �0.95 �1.08

(HO)2SO ADOWSO 1.90 0.56 �0.99 �1.06

H2SO3 ADOWSO 2.38 0.57 �0.98 �1.06 0.05

H2SO4 ADOWSO 2.77 0.57 �0.96 �1.03

H2Se DSe �0.14 0.08

HCl AH �0.35 0.32

HClO A 0.16 0.54 �0.72

HClO2 ADOEClO 1.05 0.55 �0.76 �0.85

HClO3 ADOWClO 1.93 0.55 �0.79 �0.87

HClO4 ADO
2WClO 2.61 0.56 �0.78 �0.83

HClO4 ADOWClO 2.61 0.56 �0.78 �0.84

HBr AH �0.26 0.24

HBrO A 0.25 0.54 �0.81

HBrO2 ADOWBrO 1.24 0.55 �0.84 �0.95

HBrO3 ADOWBrO 2.26 0.56 �0.90 �0.99

HBrO4 ADOWBrO 3.02 0.56 �0.88 �0.94

HBrO4 ADOWBrO 3.02 0.57 �0.89 �0.94

HI AH �0.11 0.09

HI DI �0.04 0.05

HIO EIO 0.46

HIO A 0.39 0.53 �0.94

HIO2 ADOWIO 1.56 0.55 �0.99 �1.11

HIO3 ADOWIO 2.82 0.57 �1.08 �1.18

HIO4 ADOWIO 3.80 0.58 �1.08 �1.15
aNBO charges, q, in au. Subscript X denotes the central atom in the
inorganic acid; H(O)/O(H) denotes a H/O atom bonded to an O/H
atom. Od denotes an O atom which is double-bonded to X (if there are
more such oxygen atoms, we report the most negative NBO charge);
subscript H in qH denotes an H atom directly attached to X. The NBO
charges of the monohydrated HIO are not reported. The OH group of
HIO is not involved in any hydrogen bond formation. All reported NBO
charges are localized on the acid.
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ADOWSO is ∼2.8 kJ/mol higher. The structures with a H-bond
formed between the proton donor in the water molecule and the
oxygen atom belonging to the—SdO group (ADO) are slightly
more stable than theADOH structures. The qS ofH2SO3 (2.38 au) is
slightly larger than the qS of (HO)2SO (1.91 au). The rSO distance
in monohydrated H2SO3 (3.34 Å) is relatively longer than that in
(HO)2SO (3.08 Å).
In the case of monohydrated sulfuric acid (H2SO4), the most

stable structure is ADOWSO, which is slightly more stable than
A2DOWSO. During geometry optimization, the hypothetical
ADO

2 motif is converted to the most stable ADOWSO isomer.
The most stable structures of monohydrated H2SO3 and H2SO4

are very close in interaction energy because both conformers are
represented by the ADOWSO motif, as noted in the case of
monohydrated H3PO3 andH3PO4, which are nearly isoenergetic
due to the same ADOWPO motif.
Hydrogen selenide (H2Se) is structurally similar to the

hydrogen sulfide. It forms two different stable conformers with
a water molecule; the structure DSe is slightly more stable than
the structure AH by ∼1.7 kJ/mol, in contrast to the case of
monohydrated hydrogen sulfide (H2S) for which both structural
isomers are very close in energy.
Monohydrated Inorganic Oxyacid Complexes Containing

a Halogen Atom. The acids having chlorine, bromine, and

Table 4. BSSE-Corrected Interaction Energies (ΔEe) at the MP2/aVTZ and CCSD(T)/aVDZ Levels of Theory Along with the
CCSD(T)/CBS Thermodynamic Quantities Estimated with the MP2/aVDZ Thermal Energiesa

MP2 CCSD(T) CCSD(T)/CBS

acid 3 3 3water structure /aVTZ /aVDZ �ΔEe �ΔE0 �ΔHr �ΔGr Th

HBO2 3 3 3H2O A 39.5 37.8 41.3 32.4 34.2 4.5 359

H3BO3 3 3 3H2O ADOH 34.0 32.6 36.4 28.9 29.0 �8.1 245

HCN 3 3 3H2O AH 20.7 19.5 21.0 16.1 16.0 �7.7 236

HNO2 3 3 3H2O A(DO) 29.0 28.4 32.0 23.2 24.8 �9.1 225

HNO2 3 3 3H2O A 29.0 28.4 30.8 22.2 22.9 �6.6 163

HNO3 3 3 3H2O ADO 39.1 39.7 43.9 34.9 36.7 0.8 298

HF 3 3 3H2O AH 34.9 33.4 36.2 24.8 29.3 �0.5 289

P(OH)3 3 3 3H2O ADOHWPO 36.3 35.8 41.3 30.6 33.6 �5.8 246

H3PO3 3 3 3H2O ADOWPO 51.7 49.9 57.6 46.3 50.1 9.4 347

H3PO4 3 3 3H2O ADOWPO 51.2 50.1 58.0 47.1 50.6 11.3 360

H2S 3 3 3H2O DS 11.8 10.1 11.8 5.4 5.9 �17.5 118

H2S 3 3 3H2O AH 11.1 9.6 8.6 3.2 2.9 �19.1 129

(HO)2SO 3 3 3H2O A2DOWSO 45.2 45.6 52.4 40.7 44.5 2.7 299

(HO)2SO 3 3 3H2O ADOWSO 42.0 44.1 50.7 39.6 43.0 2.6 288

H2SO3 3 3 3H2O ADOWSO 49.9 48.1 56.4 46.2 49.3 10.6 346

H2SO4 3 3 3H2O ADOWSO 49.8 48.3 56.0 46.2 49.0 10.6 361

H2Se 3 3 3H2O DSe 10.8 9.0 10.8 4.7 5.0 �18.4 125

HCl 3 3 3H2O AH 22.4 19.8 20.9 12.6 15.7 �12.4 220

HClO 3 3 3H2O A 30.8 28.4 31.9 23.1 24.6 �3.5 279

HClO2 3 3 3H2O ADOEClO 43.0 44.2 51.3 40.6 43.9 4.5 313

HClO3 3 3 3H2O ADOWClO 38.7 40.7 49.1 38.2 41.6 2.1 303

HClO4 3 3 3H2O ADO
2WClO 47.2 46.9 55.8 45.9 48.4 11.4 338

HClO4 3 3 3H2O ADOWClO 45.1 44.6 53.2 43.9 46.2 9.6 285

HBr 3 3 3H2O AH 20.8 15.7 19.1 11.6 14.2 �12.8 198

HBrO 3 3 3H2O A 30.3 27.1 31.4 23.0 24.2 �1.6 290

HBrO2 3 3 3H2O ADOWBrO 46.3 45.2 53.9 43.7 46.8 7.4 315

HBrO3 3 3 3H2O ADOWBrO 46.6 44.6 54.7 43.8 47.3 7.7 306

HBrO4 3 3 3H2O ADOWBrO 51.7 49.8 59.3 48.9 52.0 12.7 358

HBrO4 3 3 3H2O ADOWBrO 50.4 48.3 58.0 48.3 51.2 12.8 360

HI 3 3 3H2O AH 10.2 8.2 (9.3) (3.6) (4.9) (�17.5) 166

HI 3 3 3H2O DI 4.1 (�) (�) (�) (�) (�) (�)

HIO 3 3 3H2O EIO 22.1 16.6 (19.9) (14.1) (14.1) (�16.7) 241

HIO 3 3 3H2O A 25.1 22.2 (27.2) (19.1) (20.1) (�7.0) 101

HIO2 3 3 3H2O ADOWIO 44.1 45.6 (50.8) (40.6) (43.8) (3.9) 356

HIO3 3 3 3H2O ADOWIO 49.1 47.7 (55.4) (43.6) (48.0) (5.0) 328

HIO4 3 3 3H2O ADOWIO 52.8 51.3 (59.7) (49.5) (53.0) (14.8) 388
aΔEe,ΔE0,ΔHr, andΔGr in kJ/mol. The temperature (Th) [K] to form a stable monohydration structure [i.e.,ΔG(Th) = 0] is approximately estimated
based on the harmonic frequency thermal energies. The CCSD(T)/CBS values in parentheses are approximate because only the CRENBLECP basis set
was employed for iodine without basis set expansion. In the case of monohydrated HI (DI), it was not possible to converge CCSD(T) calculations.
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iodine are significantly different from the previous cases. These
heavy atoms are highly electronegative and highly polarizable.
In the case of monohydrated hypochlorous acid (HClO), the

most stable conformer is A, while EClO is significantly less stable
by∼15.9 kJ/mol. The EClO structure has no hydrogen bond, but
it is formed because of relatively strong electrostatic attraction
between the negatively charged oxygen atom of water molecule
and the positively charged chlorine atom (qCl = 0.16 au) of
hypochlorous acid. In this case, the interatomic distance between
Cl andO (2.77 Å) is much shorter in comparison with the sum of
the van der Waals radii (3.27 Å), since the electrostatic interac-
tion overwhelms the van der Waals interaction.
For the chlorous acid (HClO2), the ADOEClO structure is the

most stable. For the monohydrated chloric acid (HClO3), the
ADOWClO structure is the most stable. In the case of monohy-
drated perchloric acid (HClO4), the ADO

2WClO structure is
slightly more stable than the ADOWClO structure by∼1.8 kJ/mol.
The DO conformer is significantly less stable in comparison with
ADO

2WClO and ADOWClO clusters.
The monohydrated hypobromous acid (HBrO) forms con-

formers similar to the monohydrated hypochlorous acid. The A
conformer is the most stable. The EBrO conformer which has no
hydrogen bond is less stable by ∼8.1 kJ/mol. The electrostatic
interaction between bromine and oxygen is stronger in compar-
ison with the EClO structure of monohydrated HClO because the
qBr of HBrO is 0.25 au. The monohydrated bromous acid
(HBrO2) forms four different molecular complexes. The most
stable conformer is represented by the ADOWBrO motif. The
D-type structures are significantly less stable in comparison with
ADOWBrO. The bromic acid (HBrO3) forms a few different
structures by interacting with a water molecule; the ADO and D
types. The most stable conformer is ADOWBrO. The D con-
formers are significantly less stable. We also tried to find A, DO,
and DOH motifs. During geometry optimization, all these con-
formers are converted to different structures (A to ADOWBrO

and DO as well as DOH are transformed to DOHDOEBrO). The
monohydrated perbromic acid (HBrO4) forms two stable
ADOWBrO conformers. Both clusters are very close in energy.
During geometry optimization, hypothetical A, DO, and DOH are
converted to the most stable ADOWBrO form.
In the case of monohydrated hypoiodous acid (HIO), it is

surprising that the most stable structure (EIO) has no hydrogen
bond. TheEIO conformer is governed by electrostatic interactions.
The conformer A is slightly less stable than EIO by ∼0.6 kJ/mol
in ΔEe and ∼2.9 kJ/mol in ΔE0. In the series of HXO acids
where X is Cl, Br, or I, the interaction energy difference between
A and EXO structures decreases with the increasing atomic mass
of the halogen atom. In the case of hypoiodous acid, this order is
even reversed. The relative interaction energy difference in
�ΔEe(�ΔE0) between A and EXO for HClO, HBrO, and
HIO is ∼20.0(15.9), ∼11.0(8.1), and ∼�0.6(�2.9) kJ/mol,
respectively. For the monohydrated iodous acid (HIO2), the
most stable conformer is ADOWIO. In this case, the H-bond
length (X�OH 3 3 3OH2) is slightly shorter than that in HBrO2.
In the case of monohydrated iodic acid (HIO3) the ADOWIO

structure is similar to those formed by HBrO3. We also tried to
find A, DO, and DOH conformers for the monohydrated HIO3.
During geometry optimization, A as well as DO are transformed
to the most stable ADOWIO form, and the DOH structure is
converted to a less stable DOHDOEIO isomer. For the periodic
acid (HIO4), the ADOWIO structure is the most stable. The
DOH

2EIO conformer is significantly less stable, however, the

structure of DOH
2EIO is determined by strong electrostatic

interaction between I and O. During geometry optimization,
hypothetical A, DO, and DOH are converted to the most stable
ADOWIO form.
To verify the reliability of CRENBL ECP basis set for iodine,

we carried out calculations for HBrOn=0�4 3 3 3H2O complexes
employing the CRENBL ECP basis set for the bromine atom and
the aVDZ basis set for oxygen and hydrogen. The calculated
values are in good agreement with the results obtained for the
same complexes where all the atoms were treated with the aVDZ
basis set. In general, the order in stability of conformers is
preserved. However, in some cases when the energy differences
between conformers are small, the order is changed. The largest
binding energy difference (in terms of �ΔE0) can be observed
for monohydrated HBrO2 (DOWBrO motif). In this case, the
energy difference is 6.9 kJ/mol. In other cases the corresponding
energy differences are substantially smaller. The order is reversed
for the DODOHEBrO and DO

2EBrO conformers of monohydrated
HBrO3. However, both structures are almost isoenergetic. For
comparison, the table listing the results of HBrOn=0�4 3 3 3H2O
complexes based on the above basis sets is in the Supporting
Information (Table S3).
All reported NBO charges are localized on the acid (Table 3).

The NBO charges localized on hydrogen atom (qH(O)) belong-
ing to the�OH group are similar; the relative differences do not
exceed 0.05 au. The NBO charges localized on oxygen atom
(qO(H)) are significantly different depending on different chemi-
cal species. Formetaboric and orthoboric acids, qO(H) charges are
�1.04 and �1.06 au, respectively. Those values are significantly
more negative in comparison with nitrous and nitric acids (�0.64
and �0.58 au, respectively). In the case of acids containing
phosphorus, the qO(H) charges are slightly more negative in
comparison with the boric acids. The acids containing halogen
atoms enable more in-depth analysis of the charge distribution.
As the atomic mass of halogen atom increases, the corresponding
qO(H) NBO charge becomes more negative. This is directly
related to the NBO charge qX of the halogen atom. As the atomic
mass of X increases, the NBO charge localized on the central
atom is more positive, thus the X�O bond becomes highly
polarized. The qX’s are positive, except for acids which do not
contain oxygen atoms. In the case of diprotic acidsH2X (X = S, Se),
the qX is more negative for the hydrogen sulfide. The sulfur is
more electronegative than selenium, thus the S�H bond is more
polarized. In both cases the most stable structures are DX, thus
the interaction energy is determined by a proton donor of the
water molecule. In the case of monohydrated hydrogen halide
acids, the most stable structure is A, since the charge distribution
of HX highly affects the interaction energy.
Interaction Energies, BondDistances, NBOCharges, and IR Red-

Shifts of�OH Vibrational Modes with Respect to the Number of
Oxygen Atoms (n) in HXOn=0�4 (X = Cl, Br, I).The plots in Figure 2
are based on theminimum-energy structures [(HBO2/A�H3BO3/
ADOH), (HNO2/A(DO)�HNO3/ADo), (H3PO3�4/ADoWPO),
(H2SO3�4/ADoWSO), (HClO/A�HClO2�3/ADoWClO�HCl-
O4/ADo

2WClO), (HBrO/A�HBrO2�4/ADoWBrO), and (HIO/
A�HIO2�4/ADoWIO)]. Figure 2a shows the relationship between
binding energy [kJ/mol] and number of oxygen atoms (n) in
monohydrated inorganic acids. FormonohydratedHXOn=0�4 (X =
Cl, Br, I) the binding energy (the negative value of interaction
energy) increases up to n = 2 and becomes almost constant for n =
2�4. In the case of n = 3, the binding energy is slightly smaller than
those of n = 2,4.
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Figure 2b shows the relationship between the qXNBO charges
and number of oxygen atoms (n) in various inorganic acids. The
graph clearly demonstrates the direct proportional relation be-
tween qX and n (except boron containing acids). The NBO
charges localized on iodine are relatively more positive than those
on bromine and chlorine. The qN charges localized on HNO2 and
HNO3 are less positive in comparison with other inorganic acids.
Figure 2c and d shows the rOH and rXO distances. The

relationship between rOH and n and that between rXO and n
are similar. In both cases, for most systems, the bond length in-
creases with n. On the other hand, the rOH and rXO tend to increase
with n for the conformations having the same type of motif.
However, when the conformation motif changes significantly,
such trends can be changed, as can be noted for the changes in the
cases of (HNO2�3), (HClO1�2), and (HBrO1�2).
Figure 2e and f shows the relationship between the IR red-

shifts of �OH stretching vibrational modes (asymmetric and
symmetric) of the water molecule and the number of oxygen

atoms (n) for themost stable monohydrated inorganic acids. The
asymmetric and symmetric vibrational modes refer to the water
molecule. The IR red-shifts for �OH symmetric vibrational
modes aremuch larger than those for�OHasymmetric vibrations,
as in water clusters.58 The water symmetric OH stretch fre-
quency [ν3(OH)] tends to be maximized around n = 3; the water
asymmetric OH stretch frequency [ν1(OH)] tends to be max-
imized around n = 2. This trend is not valid in the case of
(HBO2�H3BO3), because the conformation motif is completely
different.
For the most stable conformers, we analyze the OH stretching

harmonic frequencies calculated at the MP2/aVDZ level of
theory, the vibrational analysis is provided to facilitate future
experiments. Figure 3 (and Tables S4 and S5 in the Supporting
Information) shows the OH stretching frequencies involved in
the H-bonding between the acid and the water molecule. The
�OH stretching vibrational modes are important in structure
identification during infrared photodissociation spectroscopy

Figure 2. Plots of interaction energy [ΔE0 in kJ/mol] (a), NBO charge [qX in au] (b), MP2/aVDZ rOH in Å (c), MP2/aVDZ rXO in Å (d), IR red-shifts
of�OH asymmetric (e) and asymmetric (f) vibrational frequencies in cm�1, with respect to the number of oxygen atoms (n). H1,3BOn denotes HBOn=2

and H3BOn=3. All plots are based on the minimum-energy structures [(HBO2/A�H3BO3/ADOH), (HNO2/A(DO), HNO3/ADo), (H3PO3�4/
ADoWPO), (H2SO3�4/ADoWSO), (HClO/A�HClO2�3/ADoWClO�HClO4/ADo

2WClO), (HBrO/A�HBrO2�4/ADoWBrO), and (HIO/A�HIO2�4/
ADoWIO)]. The binding energy tends to increase up to n = 2 but becomes almost similar for n = 2�4; ν3(OH) tends to be maximized around n = 3;
ν1(OH) tends to be maximized around n = 2. On the other hand, qx, rOH, and rXO tend to increase with n for the conformations having the same type of
motif. When the conformation motif changes significantly, such trends can be changed, as can be noted for the changes in the cases of (HBO2�H3BO3),
(HNO2�3), (HClO1�2), and (HBrO1�2).
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(IRPD) experiments. The IR vibrational frequencies show signifi-
cant differences between acids with and without oxygen atoms. It
is interesting to note the higher red-shifts of the�OH frequencies
with increasing number of n forHXOn 3 3 3H2O,where X=Cl, Br, I.
Some IR spectra exhibit coupling modes, which correspond to
the simultaneous vibrations of �OH groups in inorganic acids
and water molecules. The analysis of IR spectra of HClO, HBrO,
and HIO clearly shows that the minimum-energy structure for
HIO significantly differs from those of HClO and HBrO.
The anharmonicity of �OH stretching modes is crucial for

monohydrated inorganic acids. Ab initio calculations carried out
with an appropriate wave function model using the harmonic
approximation can reasonably reproduce the shift of the A�H
stretching band upon H-bonding. It is particularly so, if the
equilibrium structure is located in a relatively deep potential well,

so that both the υ = 0 and the υ = 1 vibrational states of the
proton-stretching mode are confined within this well. However,
if the equilibrium structure is found in a region of the potential
energy surface, which is broad and relatively flat, or if a second
region of the surface can be accessed in either the υ = 0 or the
υ = 1 vibrational state of the proton-stretching mode, then the
harmonic approximation fails. The potential energy surfaces for
many monohydrated inorganic acids are relatively broad and flat.
The analysis of very intensive �OH stretching modes of
inorganic acids clearly shows that the differences between an-
harmonic and scaled harmonic frequencies (the scaling factor is
0.957)4b for this stretching mode in some cases are ∼100 cm�1.
Thus, for the most stable conformers, we calculated anharmonic
frequencies based on the quartic potential surface using the
Gaussian 03 suite of programs. Figure 3 contains the anharmonic

Figure 3. Predicted IR spectra of the OH anharmonic stretching frequencies (MP2/aVDZ values [cm�1]). Thin lines represent stretching �OH
vibrational modes of OH group which is involved in H-bond formation.



3457 dx.doi.org/10.1021/ct100428z |J. Chem. Theory Comput. 2011, 7, 3447–3459

Journal of Chemical Theory and Computation ARTICLE

frequencies for symmetric and asymmetric �OH stretching
modes. It is important to note that scaled harmonic frequencies
are usually in good agreement with anharmonic frequencies.
It is interesting to comparemonohydratedHXOn=2 complexes

(as a representative case of HXOn=1�3 for convenience’s sake)
with monohydrated HX complexes (X = F, Cl, Br, I). The SAPT-
DFT calculations show that the electrostatic component in the
monohydration energy is dominant (Ees) due to the H-bonding
nature of both complexes (Figure 4). In the case of mono-
hydratedHX clusters, themagnitude of electrostatic energy (|Ees|)
decreases with increasing size of the halide and so is the exchange
energy (Eexch*) because the equilibrium distance is determined
mainly by the sum of (Ees + Eexch*) as long as the absolute values
of induction (|Eind*|) and dispersion energies (|Edisp*|) are small.
In the case of F, the F 3 3 3H�O distance is so short that the
|Edisp*| is large, but the Eexch* is even larger. Thus, excluding the
case of F, the |Edisp*| increases with increasing size of the halide,
but the value is not significant. On the other hand, in the case of
monohydrated HXO2 clusters the magnitude of electrostatic
energy (|Ees|) increases with increasing size of the halide in
contrast to the case of monohydrated HX clusters, and the
dispersion and induction terms are significant. The B3LYP
functional does not take into account the dispersion energy,
thus in the presence of heavy X atoms, the interaction energies
are smaller in magnitude than the MP2 values, and the intera-
tomic distances are relatively longer.
In some cases, the minimum energy conformers are not stable

at standard conditions. The stability of these complexes is
analyzed on the basis of Gibbs free energy values (ΔGr). In
Table 4 we report Th values for the most stable conformers. Th

corresponds to temperature at which Gibbs free energy is zero
(ΔG(Th) = 0). The Th values gives the information at what
temperature a specific acid complex will have the same concen-
tration, as the inorganic acid is no longer bound to water.

’CONCLUDING REMARKS

We conducted a comprehensive analysis of different mono-
hydrated inorganic acids. We carried out geometry optimization
along with harmonic frequency calculations at the B3LYP and
MP2 levels of theory. For each molecular system we studied all
possible conformers. For inorganic acids without oxygen atoms,
one or two stable conformers are found. In the case of mono-
protic hydrogen halide acids, HX (X = F, Cl) one stable structure
is found. For heavier halogen atoms, two stable structures are
formed. The second structure does not contain H-bonds, the
positively charged X atom interacts with the negatively charged

oxygen atom of water molecule. The most stable monohydrated
hydrogen halide is formed by the hydrogen fluoride. The mono-
hydrated hydrogen iodide has the smallest binding energy (the
negative value of interaction energy). Among monohydrated
hydrogen halides, the diprotic acids H2X (X = S, Se) form two
different stable conformers. The H2S 3 3 3H2O complex is slightly
more stable than H2Se 3 3 3H2O. The metaboric acid as well as the
orthoboric acid forms one stable structure, while interacting with
a single water molecule. In the case of other acids, the number of
possible conformers is substantially larger. In the majority of cases,
AD structures are preferred. The AD structure has two H-bonds,
while both acid and water are proton donors and acceptors. The
inorganic acids, including chlorine, bromine, and iodine atoms,
form slightly different structures. The most stable conformer in
the case of HIO 3 3 3H2O complex has no H-bond. The structure
is determined by the electrostatic interactions between iodine
and oxygen. In many cases, the structures of HXOn=1�4 (X = Cl,
Br, and I) are additionally stabilized by noncovalent X 3 3 3O van
der Waals interactions, including the X+

3 3 3O
� electrostatic

interactions. The hydronium cation is not formed in the case of
monohydrated inorganic acids. In general, the hydronium cation
which is formed by proton transfer from the acid to the water
molecule is stabilized by other water molecules in the molecular
system. For the most stable conformers, we calculated the inter-
action energy at the CCSD(T)/CBS level of theory. As compared
with the CCSD(T)/CBS results, the B3LYP method highly
underestimates the binding energies. The MP2/aVDZ values
are not significantly different from the CCSD(T)/CBS results;
the relative interaction energy differences in the present systems
do not exceed ∼8.2 kJ/mol. The IR spectra of acid 3 3 3water
systems are reported to facilitate the experiments, showing the
characteristic features of H-bond interactions.

The detailed analysis of many different monohydrated inor-
ganic acids shows that the complex formation is determined by
many different factors. The geometry of the resulting complexes
depends on the electronegativity of the central atom, its atomic
radius, and the position of the�OH groups relative to the XdO
groups. In many cases, not only the noncovalent van der Waals
interactions but also the X+

3 3 3O
� electrostatic interactions

additionally stabilize the acid 3 3 3water complexes.

’ASSOCIATED CONTENT

bS Supporting Information. Table S1 is the MP2(B3LYP)/
aVDZ ZPE-uncorrected/ZPE-corrected interaction energies and
thermodynamic properties for various conformers of monohydrated

Figure 4. SAPT-DFT energy contributions [kJ/mol] for monohydrated HX (X = F, Cl, Br, I) and monohydrated HXO2 (X = Cl, Br, I) complexes. Ees,
Eind*, Edisp*, and Eexch* denote electrostatic, effective induction, effective dispersion, and effective exchange�repulsion energies, respectively.
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inorganic acids. Table S2 is the MP2(B3LYP)/aVDZ ZPE-
uncorrected/ZPE-corrected binding energies and thermodynamic
properties for various conformers of monohydrated inorganic
acids containing halogen atoms. Table S3 is the MP2(B3LYP)/
aVDZ ZPE-uncorrected/ZPE-corrected interaction energies and
thermodynamic properties formonohydratedHBrOn=0�4. Table
S4 is the MP2/aVDZ scaled harmonic (scaling factor =0.957)
and anharmonic vibrational frequencies for the most stable
conformers. Table S5 is the MP2/aVDZ scaled harmonic
(scaling factor =0.957) vibrational frequencies for less stable
conformers. This material is available free of charges via the
Internet at http://pubs.acs.org.
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